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Motivation

The theoretical description of condensed matter is a complex task since even a small sample of material contains $10^{23}$ atoms. Strongly correlated electron systems in particular which are addressed in this thesis pose a difficult problem. The interaction between neighboring or next-neighboring electrons is so strong that the electrons cannot be considered independently. If they could be viewed as independent particles the simple picture of free electrons could be used. However, the strong correlations of the electrons lead to quite a different picture. The strong interactions on the microscopic level scale up to a macroscopic strongly interacting ensemble.

The orbital of an electron represents the shape of the electron cloud in the solid. In transition-metal oxides with anisotropic-shaped d-orbital electrons, the Coulomb interaction between the electrons lead to strong correlation effects. Their interactions are of importance to understand the metal-insulator transitions and properties such as high-temperature superconductivity and colossal magnetoresistance [1].

The generic model describing the dynamics of correlated electrons is the Hubbard model where the electrons are allowed to move on the crystal lattice underlying the solid with a hopping amplitude $t$. The free motion of the electrons is restricted by an on-site Coulomb repulsion $U$ which prohibits double occupancies energetically. In the limit of small $t/U$ the Hubbard model at half filling can be mapped in leading order $t/U$ to an antiferromagnetic Heisenberg model.

The Heisenberg operator models the spin-spin interactions of the electrons and can be understood as an effective model describing the magnetic properties of the system. Thus, the Heisenberg model serves as a realistic description of insulating magnetic materials. The Heisenberg model and extensions of it will be used in this thesis to investigate the magnetic properties of various systems.

The first part of this thesis investigates pure spin-$\frac{1}{2}$ models in (quasi) one dimension and in two dimensions. The second part investigates a one-dimensional spin-$\frac{1}{2}$ system extended by the coupling to the lattice vibrations, the phonons. Low dimensional (spin-) systems in general provide a fascinating and challenging area of activity from a theoretical point of view. Due to their strong quantum fluctuations the systems show interesting phenomena and rich phase diagrams. Many compounds can be described in a first approach by such low-dimensional systems. Whenever possible the theoretical findings of the appropriate model are compared to experimental data. The models and their significance in the framework of condensed matter physics will be highlighted in separate introductions.

The models under consideration are solvable analytically only in a few special cases, like the isotropic Heisenberg model [2, 3] or the system of isolated dimers for instance. However,
there are a number of powerful approaches which yield the desired physical quantities of interest in the non-analytic cases, which can be considered as the generic cases. This thesis is dedicated to the method of series expansions, ‘the most venerable approach to the study of quantum systems’ [4]. Series expansions have been performed at all times to obtain a first impression of the behavior of a physical quantity about a known limit. Due to the rapid increase in computation power it was possible to significantly increase the orders of expansion one can practically carry out ‘by hand’. The series expansions performed in this thesis will be used to derive thermodynamical quantities like the magnetic susceptibility or the specific heat, quantities which are in most cases easily accessible experimentally. The general approach in this thesis to evaluate the quantities of interest is the method of high temperature series expansions. High temperature series expansions have been used for a long time to compute thermodynamical quantities. So far, numerous methods exist to perform a high temperature series expansion for a given system, see for instance Refs. [5, 6]. In this thesis various approaches are presented to derive the results for the system under consideration. The implementation of the explicit calculations in a computer program yields results up to very high orders in the expansion parameter. Thus, the results can serve for reliable and quantitative predictions of the thermodynamical quantities in almost the whole temperature regime. Compared to other numerical methods like exact complete diagonalization [7] or quantum Monte-Carlo [8] the results still contain full dependence on all external parameters. Hence, fitting procedures of the theoretical findings to experimental data can be performed fast and easily.

Outline of this work

The work is organized as follows. The thesis is divided into two main parts: one for the pure spin-models and another addressing a spin-system coupled to phononic degrees of freedom. In Chapter 1.4 a spin-1/2 chain with nearest and next-nearest neighbor interaction is investigated. Chapter 1.5 analyzes a spin ladder with an additional four-spin (cyclic) exchange and the last Chapter 1.6 in the first part is dedicated to the analysis of a two-dimensional system, the Shastry-Sutherland model. The second part investigates a spin-1/2 system locally coupled to Einstein phonons. A comprehensive summary is given at the end rounded off by an outlook for future investigations. In the Appendix the series coefficients computed in this thesis are tabulated. These coefficients form the basis information of this work. Hence, the coefficients are provided in the most natural way, i.e. printed, to put for use for the interested reader. The work closes with an abstract of the thesis both in English and in German.
1. Spin Systems
1.1. Introduction

Quantum spin systems are amongst the most interesting and challenging problems of many-body theory in solid state physics. Due to their intrinsic many-body quantum character it is not possible to compute even simple quantities like magnetic susceptibilities or specific heats in a straightforward fashion. But there are by now a number of powerful approaches like exact diagonalization [7], quantum Monte-Carlo [8], temperature density-matrix renormalization [9, 10] or high temperature series expansion [5, 6] which yield the desired quantities.

The aim of the first part of this thesis is to provide high temperature series data which can serve as an input for quick data analysis. High order series expansions constitute an efficient, frequently used technique [4]. Exact diagonalization and temperature density-matrix renormalization will serve as benchmarks to assess the reliability of the method proposed. Similar analyses are carried out in Refs. [11, 12] for unfrustrated dimerized spin chains and ordinary spin ladders.

The systems under consideration are interesting because they constitute disordered anti-ferromagnets with low coordination number. This means that their ground state is not given by a Néel-type state (i.e. with finite sublattice magnetization) but by a Resonating-Valence Bond (RVB) state made of superposed singlet-product states [13]. If the systems are indeed gapped the average range of the singlet pairs present in the ground state is finite. In other words, the correlation length is finite. Generally, an RVB state is favored over a Néel state by low coordination numbers, by low values of the spin and by frustration (which simply weakens the classical ordered Néel-state) [14].

Throughout this thesis, where $S = 1/2$ systems are investigated, an elementary excitation, or quasi-particle, from a singlet ground state to one of the three triplet states will be denoted as triplon. This terminology was introduced recently by K. P. Schmidt and G. S. Uhrig in Ref. [15].

If it is possible to dope the insulating magnetic systems unusual electronic properties emerge due to the strong interplay between charge and spin degrees of freedom. Some spin ladders like $\text{Sr}_{0.4}\text{Ca}_{13.6}\text{Cu}_{24}\text{O}_{41.84}$ become even superconducting under pressure [16]. Of course, the appearance of a true phase transition at finite temperatures requires a dimensionality higher than one [17–19]. But the driving mechanisms can be present already in the low-dimensional systems. Therefore, a deeper understanding of unusual electronic behavior in doped antiferromagnets requires a thorough understanding of the magnetic subsystem. It is in this context that the present investigation is performed which is designed to determine the relevant magnetic couplings easily and reliably.

The models under consideration can often be used to investigate and interpret experimental results. In a first approach the models are well suited to characterize the appropriate substance. Higher-dimensional interactions like interchain, interladder, or interplane interactions are often negligible. Thus, the theoretical models yield a precise description for the substance at hand. However, as will be seen in Chapter 1.6, the theoretical findings can also account for the three-dimensionality of the substances in so far as the one-dimensional building blocks can be treated by mean-field theory.
1.2. Fundamentals

This part of the thesis addresses Heisenberg models with antiferromagnetically coupled spins of size $S = 1/2$. The generic Hamilton operator for such systems is given by

$$H = \sum_{i,j} J_{ij} \mathbf{S}_i \cdot \mathbf{S}_j,$$  \hspace{1cm} (1.1)

with $J_{ij} > 0$ modeling the exchange coupling between site $i$ and $j$. The results presented in the following are not restricted to the antiferromagnetic case, but can also be used in the ferromagnetic case. In this thesis, however, only the antiferromagnetic case is addressed. In Eq. 1.1 only two-spin interactions are assumed. Chapter 1.5 investigates a model which includes also four-spin interactions. The general considerations presented in this section are not affected by this additional interaction.

The series expansions carried out in this thesis for the pure spin-models are high temperature series expansions (HTSE). Conventional HTSE considers a thermodynamical density like the free energy per site $f(\beta = 1/k_B T)$ expanded about $\beta = 0$ (in the following $k_B$ will be set to unity). Hence, a perturbation expansion about the small parameter $\beta$ is performed. The explicit calculations lead to the identification and evaluation of cumulants or connected clusters contributing in every order of the expansion. For an overview of the methods applied so far for high temperature series expansions, esp. to the Heisenberg model, the reader is referred to Refs. [5, 6]. For the pure spin systems addressed in the first part of this thesis a novel approach is used. The basic ideas are given below, for a detailed explanation see Refs. [20, 21].

The numerical approach explained in the following makes use of the result of the linked cluster theorem [22, 23]. The physical quantities are evaluated in the thermodynamical limit by means of finite systems. For concreteness, the magnetic susceptibility per site at vanishing magnetic field given by

$$\chi(T) = \frac{\beta}{N} \frac{\text{Tr} \left\{ M^2 e^{-\beta H} \right\}}{\text{Tr} \left\{ e^{-\beta H} \right\}}$$  \hspace{1cm} (1.2)

with the uniform magnetization

$$M = \sum_{i=1}^{N} S_i^z$$  \hspace{1cm} (1.3)

is computed. $N$ denotes the (finite) system size. Denominator and numerator are computed separately by expanding the corresponding exponential functions. The resulting rational function is again expanded around $\beta = 0$ to obtain a truncated series (polynomial) in the inverse temperature $\beta$

$$\frac{\langle S|M^2 e^{-\beta H}|S \rangle}{\langle S|e^{-\beta H}|S \rangle} \bigg|_{\beta=0} \quad \text{truncated series}. \hspace{1cm} (1.4)$$

Hence, the physical quantity is expanded in powers of the Hamiltonian $H$, i.e. in powers of $\beta J = J/T$ when assuming a isotropic exchange coupling $J = J_{ij}$. Performing the expansion...
of the rational function in the last step in Eq. 1.4 cancels the different dependences from
the system size term by term such that the resulting truncated series does not depend
on the system size any more. This is an obvious fact since the considered quantities are
independent of the system size. The results are not evaluated for each set of parameters
entering the specific model. Once the physical quantity has been computed, it has the
full dependence of all model parameters, i.e. the result is an algebraic polynomial in the
parameters entering the given model. In contrast to other numerical methods like exact
diagonalization or temperature density-matrix renormalization, where for each set of para-

ters a new program run is required, the advantage of the HTSE is obvious. Especially
fits of the HTSE results to experimental data can be done in a fast and easy way.
The advantage of the approach 1.4 compared for instance to the linked cluster expansion
method [23] is that it is not necessary to determine and classify all contributing clusters
explicitly. The linked cluster expansion method uses explicitly the linked cluster theorem
such that only the connected clusters are taken into account in the calculations. This task
should not be underestimated in view of the lack of efficient algorithms comparing graphs.
This point matters in particular for complicated lattices with various types of bonds. In this
respect, the approach used in this thesis for the pure spin models is simpler than the linked
cluster method approach. The disadvantage may be that the finite systems which have to
be dealt with are fairly large, in particular for elevated orders in $\beta$ and higher dimensions,
see for instance Chapter 1.6 where a two-dimensional system is investigated.
The system sizes which have to be considered to obtain results in the thermodynamical limit
depend strongly on the distance between spins which interact with each other. Suppose
the Hamilton operator in Eq. 1.1 depends only on interactions between neighboring sites,

$i.e.$ $J = J_{i,i+1}$, in a one-dimensional system. Then the resulting Hamilton operator can be
written as a sum of local terms consisting of spin-products between neighboring sites. The
result from the linked cluster theorem states that the largest connected cluster in nth order
has to be embedded in the finite system to obtain valid results in the thermodynamical
limit. Thereby a cluster is identified by the bonds where a local term of the Hamilton
operator has been applied. Thus, in nth order the largest connected cluster contains $n+1$
sites for nearest neighbor interaction. Allowing also for next-nearest neighbor interaction
the largest connected cluster already contains $2n+1$ sites for a one-dimensional system.
To compute the traces for the numerator and denominator a finite system size $N$ is used,
where $N$ is assumed to be large enough to obtain the results in the maximum order $n$ of
expansion in the thermodynamical limit. As long as the system size $N$ is not too large
the complete Hilbert space $|N\rangle$ of the finite system with dimension $2^N$ can be constructed
using the Ising basis. An obvious by-product are then the relations

\[
\langle N|H^{2m}|N\rangle = \langle N|H^mH^m|N\rangle = |H^m|N\rangle|^2
\]  
(1.5a)

\[
\langle N|H^{2m+1}|N\rangle = \langle N|H^mH^{m+1}|N\rangle,
\]  
(1.5b)

which imply that for a given order $n$ in $\beta$ one needs to calculate only about $n/2$ applications
of $H$ to the Ising basis $|N\rangle$ of the finite system. This statement remains true for the
numerator of the susceptibility as in Eq. 1.2 if the observable commutes with $H$. This is
the case for the uniform magnetization. Replacing $|N\rangle$ by $M|N\rangle$ makes the relations also applicable to the numerator of Eq. 1.2. For the two-dimensional system considered in Chapter 1.6 the complete Hilbert space of the finite system under consideration could not be constructed. Instead, the moment-algorithm was applied, which basically reduces the computation of the trace to a computation of an expectation value with respect to an appropriately chosen state, for details see Chapter 1.6.

Another important quantity of interest in this thesis is the magnetic specific heat $C(T)$. The specific heat is derived from the denominator of Eq. 1.2 which is the partition function of the system by

$$ C(T) = \frac{1}{N} \frac{\partial}{\partial T} \left( \text{Tr} \left\{ e^{-\beta H} \right\} \text{Tr} \left\{ e^{-\beta H} \right\} \right). \quad (1.6a) $$

It is worth mentioning that due to the derivation in Eq. 1.6b one order in $\beta$ is lost. It is regained, however, by the subsequent derivation with respect to $T$.

The obtained truncated series for the susceptibility and the specific heat are well suited to give a precise description for temperatures $\beta J = J/T < 1$. But it is intended to obtain results which are also valid in the low temperature regime, i.e. $J/T > 1$. For this purpose an efficient extrapolation technique is necessary to obtain valid results outside the radius of convergence of the computed series. The following section will explain the techniques applied in this thesis in detail.

The low temperature behavior of the considered quantities is often known, especially for gapped spin systems. Having this information at hand the extrapolations of the truncated series can be biased in the low temperature regime to the known behavior, yielding a stable continuation from the computed high temperature limit to the known low temperature behavior. In the following, the basic formulas describing the low temperature behavior of the specific heat and of the susceptibility for the spin-systems under consideration in this thesis are given.

For gapped spin systems the susceptibility at zero temperature vanishes and at finite but small temperatures the deviation is exponentially small due to the spin gap $\Delta$,

$$ \chi(T) \approx e^{-\Delta/T} \quad \text{for} \quad T \ll \Delta. \quad (1.7) $$

Furthermore, the leading power in $T$ can be determined on the basis of the dimensionality of the problem and of the behavior of the dispersion close to its minima. For (quasi-) one-dimensional systems as considered in Chapters 1.4 and 1.5 with quadratic minima, which is generic for gapped systems, one obtains [24]

$$ \chi(T) \approx \frac{1}{\sqrt{T}} e^{-\Delta/T} \quad \text{for} \quad T \ll \Delta. \quad (1.8) $$

A similar analysis can be carried out for the specific heat yielding the low temperature behavior for the (quasi-) one-dimensional system with [24]

$$ C(T) \approx T^{-\frac{3}{2}} e^{-\Delta/T} \quad \text{for} \quad T \ll \Delta. \quad (1.9) $$
For the two-dimensional model investigated in Chapter 1.6 a similar analysis as in Ref. [24] is performed to obtain the low temperature behavior of the susceptibility and the specific heat.

1.3. Series Extrapolation

The physical quantities under study are computed as truncated series in the appropriate expansion parameter. Suppose \( f_n(x) \) to be the truncated series, i.e. a polynomial, of some quantity in the variable \( x \) expanded about \( x = x_0 \) up to order \( (x - x_0)^n \). The obtained polynomial \( f_n(x) \) represents an approximation of the true function \( f(x) \). The approximation is valid in the vicinity of \( x_0 \). It is intended to gain valid results for values of \( x \) far away from \( x_0 \). For example, a high temperature series expansion in the inverse temperature \( \beta \) about \( \beta = 1/T = 0 \) yields precise results for high temperatures but fails for low temperatures which in turn means high values of \( \beta \). Examination of the radius of convergence \( R \) of the series \( f_n(x) \) using the formula of Cauchy-Hadamard [25] for the infinite series with

\[
R = \lim_{n \to \infty} \inf |a_n|^{-1/n},
\]

where \( a_n \) is the coefficient in \( n \)th order, gives a rough estimate where the series will always diverge even for arbitrary high orders in \( (x - x_0) \). For instance, the radius of convergence for the high temperature series expansion of the susceptibility \( \chi(T) \) is estimated for the frustrated chain in the ungapped phase. It is found that the radius of convergence presented in the inverse temperature is given by \( \beta_R \approx 2/J \) which in turn means that the series representation will always fail for temperatures below \( T \approx J/2 \). Physically interesting properties like the maximum of the susceptibility, which can be used best to determine the model parameters from experimental results, are often outside the radius of convergence. Thus, they are not accessible by the bare truncated series \( f_n(x) \). Therefore, an effective extrapolation scheme is necessary to obtain quantitative results outside the radius of convergence. Basically, the extrapolations yield results which are valid also outside the radius of convergence of the truncated series. The basic extrapolation scheme used is the method of Padé approximants furnishing an effective analytic continuation beyond the radius of convergence of the series \( f_n(x) \) [26]. The \( f[l, m](x) \) Padé approximant to the function \( f_n(x) = \sum_{k=0}^{n} a_k x^k \) is the fraction of the polynomials \( P_l(x) \) and \( Q_m(x) \) of degree \( l \) and \( m \) respectively with

\[
f[l, m](x) = \frac{P_l(x)}{Q_m(x)} = \frac{p_0 + p_1 x + \cdots + p_l x^l}{q_0 + q_1 x + \cdots + q_l x^l},
\]

where the coefficients of the polynomials are uniquely chosen such that the Taylor expansion of \( f[l, m](x) \) agrees with the first \( l + m + 1 \) series coefficients of \( f_n(x) \). Without loss of generality \( q_0 \) can be set to unity. For the determination of the coefficients of the polynomials \( P \) and \( Q \) in floating point arithmetic it is important to ensure that rounding errors do not erode the results. Baker [26] proposed a rule of thumb that one should retain as many significant digits as there are series coefficients. Here, we do not have to consider rounding...
errors since fractions of integers are used in the computation of the series coefficients. Thus, the results used in this thesis are exact up to the given expansion order.

It has to be noted that Padé approximants are a powerful tool to extrapolate meromorphic functions, i.e. functions which can be represented as a ratio of analytic functions. Logarithmic singularities which emerge in the calculations for the isotropic Heisenberg chain \[3\] are not accessible by Padé approximants. This problem can often be circumvented approximatively by incorporating the known asymptotics of the computed series. In general, it is possible to bias the extrapolations in the limit for \(x\) far away from \(x_0\), as long as the behavior is known in that limit.

In the following, details of the extrapolation schemes and its extensions used in this thesis are explained. To adapt the explanations to the problems and to the quantities considered in this work it is always assumed that the series expansions are performed in the limit \(x = 0\), i.e. \(x_0 = 0\). The results are then biased by incorporating additional information in the limit \(x \to \infty\), where \(x\) can always be assumed to be positive. For a general investigation of biasing Padé approximant the reader is referred to the literature, see e.g. Ref. [26].

1.3.1. Dlog-Padé Approximants

Even though bare Padé approximants already yield good extrapolations of the truncated series \(f_n(x)\) one might also be interested in incorporating additional information. In the limit of infinite \(x\) the bare Padé approximant 1.11 can be biased either to a constant value \(p_l/q_l\) by using a diagonal representation \(l = k\) or to diverge by taking \(l > m\) or to vanish for \(l < m\). The constraint to use diagonal approximants \([l, l]\) to bias the approximants in the limit \(x \to \infty\) to a constant value \(p_l/q_l\) reduces the possible orders of approximants significantly. A first step to circumvent this constraint is using an Euler transformation

\[
x = \frac{u}{c - u} \quad \leftrightarrow \quad u = c \frac{x}{1 + x}
\]

where \(c \geq 0\) is an arbitrary but fixed constant. Thereby the complete interval \(x \in [0, \infty]\) is mapped to the interval \(u \in [0, c]\). This mapping is justified by the continuity of the considered functions in the limit \(x \to \infty\). The extrapolations can now be biased in the limit \(u \to c (x \to \infty)\) to a constant value for arbitrary order \([l, m]\) of the Padé approximant and not only for diagonal approximants \([l, l]\), as mentioned above. Disturbing poles for \(u = c\) are unlikely to occur. Singularities inside the physical disc in the complex plane can also be transformed outside the (transformed) disc by the use of Eq. 1.12. The constant \(c\) can be chosen such that the approximations are not disturbed by poles inside the physical disc. It turns out that using values of order 1 for \(c\) yields stable approximations most of the time. Thus \(c = 1\) is used in the following. To complete the analysis of the Euler transformation it has to be remarked that the 1 in the denominator of the term on the right hand side of Eq. 1.12 is arbitrarily chosen. One could also use a constant different from 1. But, this fact does not influence the extrapolations in this thesis and thus is not investigated in more detail.

So far, only bare Padé approximants are considered which are biased to a specific value in the limit \(u \to 1 (x \to \infty)\). Suppose we wish to bias the series expansion \(f_n(u)\) in the limit
$u \to 1$ ($x \to \infty$) to obey a power law of the form

$$f_n(u) \approx (1-u)^\lambda \text{ for } u \to 1.$$  \hspace{1cm} (1.13)

In the general case where $\lambda$ is not an integer such a power law cannot be expressed by a meromorphic function. Thus, with a bare Padé approximant it is not possible to bias this behavior. However, functions of the form Eq. 1.13 can be transformed into a meromorphic function by taking the logarithmic derivative

$$p_n(u) = \frac{\partial_u \ln f_n(u)}{f_n(u)} = \frac{\lambda}{u-1}(1 + O(u-1)).$$  \hspace{1cm} (1.14)

Obviously, $\lambda$ is the residual of the logarithmic derivative $p_n(u)$ of $f_n(u)$ at the point $u = 1$. The information of the residual can then be built in by extending the series $p_n(u)$ by one order to $p_{n+1}(u) = p_n(u) + Au^{l+1}$ with the free parameter $A$ which has to be determined by Eq. 1.14.

The approximant $P_m^l(u)$ of the logarithmic derivative $p_n(u)$ of $f_n(u)$ is henceforth called Dlog-Padé approximant. Possible orders of $P_m^l(x)$ have to fulfill $l + m \leq n$. The loss of one piece of information due to the derivative of $f_n(u)$ in Eq. 1.14 is compensated by the extension of the truncated series by one order with the additional parameter $A$. It has to be noted that this extrapolation technique is only applicable for functions which do not change sign in the considered interval. The truncated series expansion $f_n(x)$ is also assumed to start in zeroth order. Otherwise, the reduced series $\tilde{f}_j(x)$ has to be extrapolated according to

$$f_n(x) = x^k(a_0 + a_1x + \cdots + a_jx^j) = x^k\tilde{f}_j(x).$$  \hspace{1cm} (1.15)

Using $\tilde{f}_j(x)$ with $j \neq n$ also affects the maximum order possible in the bare (not extended) Dlog-Padé extrapolation $P_m^l$ with $l + m \leq j - 1$. Besides a power law it may also occur that it is intended to incorporate an exponential decay in the limit $x \to \infty$, motivated for instance by the low temperature behavior of the magnetic susceptibility of gapped spin-systems. Dlog-Padé approximants are best suited for incorporating such a behavior. We are interested in extrapolating functions which show an asymptotic behavior of the form

$$f(x) \approx x^\lambda e^{-dx}$$  \hspace{1cm} (1.16)

in the limit $x \to \infty$ where $\Delta > 0$ is the spin gap. A Dlog-Padé representation $f_m^l(x)$ of the truncated series $f_n(x)$ is used with

$$f_m^l(x) = \lim_{x' \to -\infty} \frac{P_m^l(x')}{a_0}$$  \hspace{1cm} (1.17)

where $P_m^l(x')$ is the Dlog-Padé approximant of $f_n(x')/a_0$. Dividing by the leading coefficient $a_0$ ensures that the lower integration limit vanishes. By taking the logarithmic derivative one piece of information is lost and thus $l + m \leq n - 1$ has to be fulfilled for $P_m^l(x')$. To bias $f_m^l(x)$ following Eq. 1.16 the behavior of the Dlog-Padé approximant translates to

$$P_m^l(x') = -\Delta + \frac{\lambda}{x'} + O(x'^{-2})$$  \hspace{1cm} (1.18)
in the limit \( x \to \infty \). The above equation constitutes two additional conditions, namely for \( \Delta \) and for \( \lambda \), which can be incorporated in the representation by extending \( p_n(x) \) by two orders
\[ p_{n+2}(x) = p_n(x) + Ax^{n+1} + Bx^{n+2}. \] (1.19)
Equation 1.18 then determines the free parameters \( A \) and \( B \). To make use of the advantages of an Euler transformation the variable \( x \) is transformed following Eq. 1.12. The asymptotic behavior from Eq. 1.18 transforms under the Euler transformation to
\[ P_l^m(u) \bigg|_{u=1} = -\Delta \] (1.20a)
\[ \partial_u P_l^m(u) \bigg|_{u=1} = -\lambda, \] (1.20b)
where \( P_l^m(u) \) is now the Dlog-Padé approximant in the variable \( u \).
In this way, reliable interpolations between the limit of infinite \( x \) (\( u \to 1 \)) and the limit \( x = 0 \) (\( u = 0 \)) of the series expansion \( f_n(x) \) can be obtained for arbitrary orders \([l, m]\).
This complies with \( l + m = n + 1 \) due to the two orders gained by the knowledge of the asymptotic behavior.
To assess the range of validity of the Dlog-Padé approximant various orders of \( f_l^m(u) \) are investigated and compared to lower orders or to results from other methods.
The series expansion \( f_n(x; p_1, p_2, \ldots) \) may also depend on additional parameters \( p_1, p_2, \ldots \). To obtain a consistent description within each model various orders of approximants are investigated for various sets of parameters. It is attempted to represent the quantities under study with the same order in the approximant for all sets of parameters. The interplay between the convergence of the extrapolations and their corruption by spurious poles has to be considered carefully. This will be illustrated in the appropriate sections.

1.3.2. Extrapolation in Internal Variable

The extrapolation technique presented in this section is specifically customized to improve the representations of the magnetic specific heat \( C(T) \). Various sum rules are known for the specific heat. In this context, the specific heat is represented in an internal variable, namely the energy \( e \), to implement the known sum rules.
The results obtained can be used to represent other thermodynamic quantities like the magnetic susceptibility \( x(T) \) by the same technique. The main idea is based on the method proposed in Refs. [27, 28]. In Ref. [28] B. Bernu and G. Misguich presented a detailed investigation of an improved representation of the magnetic specific heat. Basically, the specific heat is represented as a function of the new variable \( e - e_0 \), where \( e_0 \) is the ground state energy and \( e = e(T) \) is the average energy per site, an increasing function of temperature in the canonical ensemble. To obtain the best description possible all known sum rules are implemented.
To express the specific heat \( C(T) \) (per site) in the variable \( e \) the entropy \( S(T) \) (per site) is considered. Applying the elementary thermodynamic relation
\[ \frac{dS(T)}{dT} = C \] (1.21)
it follows that
\[ S'(e) = \frac{C}{T} \frac{dT}{de}. \] (1.22)

The dependence of the temperature in the specific heat can then be eliminated by
\[ C(e) = \frac{dC}{dT} = \left( \frac{dT}{de} \right)^{-1} = \left( \frac{1}{de S'(e)} \right)^{-1} = -\frac{S'(e)^2}{S''(e)} \] (1.23)
using \( S'(e) = 1/T \). \( S(e) \) is defined inside the interval \([e_0, e_m]\), where \( e_m \) is the energy at infinitely high temperature \( \beta = 0 \). For the spin-1/2 systems described by the Heisenberg type Hamiltonian 1.1 \( e_m \) is the free spin average of the energy at infinite temperature with \( e_m = 0 \) because \( \langle S_i S_j \rangle = 0 \) holds in this limit. In general, the ground state energy \( e_0 \) is not known exactly for antiferromagnetic models. But it may be taken from methods like high order perturbation theory, exact diagonalization or Monte Carlo simulations.

The entropy \( S(e) \) is a function starting at 0 for \( e = e_0 \) with an infinite slope and reaching the value \( \ln2 \) at \( e = e_m = 0 \), where \( \ln2 \) is the entropy per site for a spin-1/2 system at \( e = e_m \).

To obtain a series expansion of the entropy \( S(e) \) in the vicinity of \( e = e_m = 0 \) in powers of \( e \) up to order \( n \), the high temperature series expansion in the inverse temperature \( \beta = 1/T \) of the specific heat \( C(T) \) up to order \( \beta^n \) is used. The expansion for the entropy can be computed by solving Eq. 1.23 order by order with the ansatz
\[ S(e) = \ln2 + \sum_{i=2}^{n} a_i e^i. \] (1.24)

So far, two additional pieces of information are incorporated in the representation of the entropy, the ground state energy \( e_0 \) and the sum rule \( \int_{T=0}^{\infty} C(T)/T = S(T \to \infty) - S(T = 0) = \ln2 \). In most cases, the low energy physics is also known and the low energy limit of the specific heat is predictable for the model under consideration. Using this piece of information the extrapolations can be biased additionally to the known behavior in the limit \( e \to e_0 \). In the appropriate sections the procedure to incorporate this piece of information is explained in detail.

By using the representation in the internal variable \( e - e_0 \) a high accuracy can be obtained for the high temperature series expansion of the specific heat even down to zero temperature. The specific heat as function of \( e - e_0 \) is extrapolated using Padé or Dlog-Padé approximants.

Other thermodynamical quantities like the magnetic susceptibility \( \chi(T) \) can also be represented in the variable \( e \) with the temperature \( T(e) \) as a function of \( e \) at hand. The low energy (low temperature) asymptotics can be built-in as it is done for the specific heat. But, no sum rules are known for the susceptibility. Compared to the Dlog-Padé extrapolations explained in Sec. 1.3.1, the representations of the susceptibility in the internal variable \( e \) yield in fact no real gain. A detailed comparison is carried out in the appropriate sections.

With the above extrapolation techniques at hand it is possible to obtain results not only for values of \( x \) close to the limit of the series expansion but also far away from it. Quantitative
information is accessible beyond the radius of convergence of the series. Besides the calculation of the series expansion itself the extrapolations are a main point of investigation in this thesis. Therefore, each section contains a separate paragraph explaining the model specific implementation of the extrapolation techniques used.
1.4. Dimerized, Frustrated Chain

1.4.1. Introduction

In this section we focus on quasi one-dimensional spin systems. These form a large class comprising dimerized spin chains, strongly frustrated spin chains but also spin ladders (see Sec. 1.5), cf. Fig. 1.2. A representative for a moderately dimerized spin chain is \((\text{VO})_2\text{P}_2\text{O}_7\) [29–31]; a strongly dimerized spin chain realized in \(\text{Cu}_2(1, 4 - \text{C}_5\text{H}_{12}\text{N}_2)\text{Cl}_4\) [32–35]; an example for a significantly frustrated spin chain is the spin-Peierls substance \(\text{CuGeO}_3\) (see e.g. Ref. [36] and the discussion therein) which is undimerized in its high temperature phase \((T > T_C \approx 14\text{K})\), but weakly dimerized in its low temperature phase. An important spin ladder compound is \(\text{SrCu}_2\text{O}_3\) [37], which is investigated in detail in Sec. 1.5.

The detailed investigation of the obtained results is completed by the demonstration that it is essentially impossible to deduce from one quantity like the magnetic susceptibility \(\chi(T)\) at not too small temperatures alone more than two of the three magnetic couplings of dimerized and frustrated spin chains. This should caution anybody who is analyzing such data in great detail. To illustrate the type of problem one can run into the reader is referred to the analysis of \((\text{VO})_2\text{P}_2\text{O}_7\) which was considered at the very beginning as dimerized chain [38]. Then it was thought to be a two-leg spin-ladder with \(J_\parallel \approx J_\perp\) [39]. But lately unambiguous evidence from inelastic neutron scattering has been found [29] that it is a set of weakly coupled dimerized chains [30, 31], see Fig. 1.1. The magnetic susceptibility \(\chi(T)\) is compatible with both scenarios [40].

Exact complete diagonalization (ECD), quantum Monte-Carlo (QMC), and temperature density-matrix renormalization (T-DMRG) will serve as benchmarks to assess the reliability of the method proposed. The ECD and QMC data which are published in parts in Ref. [42] is made available by Ute Löw. The T-DMRG results were obtained by a T-DMRG program put for use by Friedhelm Schönfeld and Rainer Raupach. Thus, no explicit citations are made in the following concerning the external data originating from these methods.

The sections are organized as follows. The next section explains the model, Sec. 1.4.3 deals briefly with the computational details, and Sec. 1.4.2 explains the extrapolation techniques specific to the model. The results are discussed in Sec. 1.4.5 and the conclusion is given in Sec. 1.4.6.

1.4.2. Model

Starting point of the theoretical study is the Hamilton operator

\[
H = J \sum_{i=1}^{N} \left( (1 + (-1)^{i} \delta) S_i S_{i+1} + \alpha S_i S_{i+2} \right) \tag{1.25}
\]

with dimerized nearest and uniform next-nearest neighbor interaction. The dimerization is parameterized by \(\delta\). The ratio of nearest and next-nearest neighbor interaction is given by \(\alpha\). The dimerization can arise from chemically different bonds as is the case in \((\text{VO})_2\text{P}_2\text{O}_7\). As can be seen in Fig. 1.1 the alternating chain is realized along the \(b\) axis via alternating exchange paths along double V-O-P-O-V and V-O-V links.
Figure 1.1: Crystal structure of (VO)$_2$P$_2$O$_7$ in the $ab$ and $bc$ plane. In b) the alternating chain along the $b$ axis is shown (picture taken from Ref. [41]).

Figure 1.2: Dimerized and frustrated $S = 1/2$ spin chain. For $\delta = 1$ a two-leg ladder is obtained.

Alternatively, it may be induced by a static lattice distortion via spin-phonon coupling as in CuGeO$_3$. The Hamiltonian can also be viewed as a spin ladder with an extra diagonal coupling $(1 - \delta)J$ (see Fig. 1.2). In the limit $\delta = 1$ it is equivalent to a regular ladder model which is investigated in detail in Sec. 1.5. In the limit $\delta = 1$, $\alpha = 0$ a system of isolated dimers is obtained. The results for the dimerized, frustrated chain can be cross-
checked in the limit of isolated dimers without frustration, where the system is exactly solvable. Another check is the limit of an isotropic ladder where published results of high temperature series expansions are available [43].

The ground state properties of the model (Eq. 1.25) have been investigated recently in numerous papers, see e.g. [44–51]. Figure 1.3 shows the phase diagram characterized by the singlet-triplet gap $\Delta$. Below the critical value $\alpha_c \approx 0.241$ [52] for the frustration the system is gapless on the $\delta = 0$ line. The Shastry-Sutherland line $2\alpha + \delta = 1$ constitutes the special case, where the ground state is exactly known to be a product of singlets on neighboring spins [53, 54].

1.4.3. Computation

For the computations a system of size $N = 18$ was used. The susceptibility and the specific heat could be expanded up to order 10 in $\beta$ for the dimerized and frustrated spin chain. The results for the unfrustrated, dimerized spin chain were computed up to order 18 in $\beta$ using the same system size. For the computation a transformed Hamiltonian ($N$ even) was used with the sum running over all plaquettes (see Fig. 1.2) with

$$H_\lambda = J_0 \sum_{i=0}^{N/2-1} \left[ S_{2i} S_{2i+1} + \lambda S_{2i} S_{2i+1} + \alpha_\delta \left( S_{2i-1} S_{2i+1} + S_{2i} S_{2i-2} \right) \right]. \quad (1.26)$$

To obtain $H_\lambda$ the following parameters were substituted in the Hamiltonian from Eq. 1.25

$$J_0 = J(1 + \delta) \quad (1.27a)$$

$$\lambda = \frac{1 - \delta}{1 + \delta} \quad (1.27b)$$

$$\alpha_\delta = \frac{\alpha}{1 + \delta}. \quad (1.27c)$$

Figure 1.3: Phase diagram of dimerized, frustrated chain characterized by the singlet-triplet gap $\Delta$. 

\[\text{Diagram with axes $\Delta$, $\alpha$, $\delta$, and Shastry-Sutherland line $\Delta > 0$ and $\Delta = 0$ at $\alpha_c$.}\]
In earlier calculations for the frustrated Heisenberg chain the moment-algorithm [20, 21] was used. Here, it became evident that the construction of the complete Hilbert space of dimension $2^{18} = 262144$ was more efficient. With each base state containing a polynomial in the two variables $\lambda$ and $\alpha_0$, the maximum number of coefficients to be kept in memory could be reduced by employing the condition

$$a_{k,l,n} \lambda^k \alpha_0^l \beta^n \leftrightarrow k + l \leq n.$$  \hspace{1cm} (1.28)

The indices denote the exponents of the given parameters. This condition accounts for the allowed processes in each order $n$ of expansion. The sum between nearest-neighbor processes (accounted for by $\lambda J$ and $J$) and next-nearest neighbor processes ($\alpha_0 J$) is always $n$. Hence, the condition 1.28 translates to a reduction from $(n + 1)^2$ coefficients in the general case of an $n$th order polynomial in two variables to $(n + 1)(n + 2)/2$ coefficients in $n$th order for the actual problem. The coefficients themselves were stored as integers of type `long long int`. It has to be noted that the program has to be checked dynamically for overflows in the coefficients. Using the integer type `long long int` only numbers up to $\pm 1073741824$ can be accessed correctly. Due to the multiple multiplications which have to be performed the range of this variable type was almost fully exploited. Thus, a careful check has to be implemented whether the results are in the range of this type of variable or not. The system itself is not able to check for such overflows. As will be mentioned in Sec. 1.5 this variable type is no longer sufficient for slightly bigger system sizes. Due to the translational invariance of the system it was sufficient to use the reduced squared magnetization

$$M^2 = \sum_{i=1}^{N} S_i^2 S_i^2$$  \hspace{1cm} (1.29)

in the calculations. This reduces the number of calculations which need to be performed when incorporating the magnetization from $N^2$ to $N$.

By the use of periodic boundary conditions in the calculations different wrap-around effects occurred as explained in detail for the frustrated chain [20, 21]. Processes are calculated in the finite system which do not contribute in the infinite system. These artificial contributions have to be corrected by hand. Here, the affected terms are explained below for the calculations of a system of size $N = 2n - 2$, where $n$ is the maximal order of expansion for the dimerized, frustrated chain where the wrap around effects can be corrected by hand. For the dimerized system the maximal order which can be obtained is $N$. The contributions of the given wrap-around effects are listed separately for the numerator and denominator for the calculations of the magnetic susceptibility and specific heat respectively, see Eqs. 1.2, 1.6. To obtain the correct results in the given order these terms have to be subtracted from the computed results. The following terms are affected, where the bold links in the pictures depict the processes yielding a wrap around effect. Open bold links denote the periodic boundary conditions. The pictures should only serve as an illustration. Below the pictures the multiplicity of the wrap-around effect is denoted.

i. $\alpha^{n-1} \beta^{n-1}$

2 chains of length $n - 1$
The contributions to the numerator split into three parts. The first part in Eq. 1.30b accounts for the $S^2$ components of the squared magnetization acting on the same site, where the factor of 2 accounts for the two possibilities to arrange the chains wrapping around. The second addend originates from the terms which contribute in the infinite system but have not been calculated in the finite system. The last addend keeps track of sites which are threefold occupied by a spin operator. The latter contributions need not be multiplied with a factor of two, since the two possibilities of chains wrapping around cannot be seen independently from each other when evaluating these specific contributions. The explicit calculations leading to these terms are explained in detail in Refs. [20, 21]. It has to be mentioned that the result for the given term $\alpha^{n-1} \beta^{n-1}$ is already known from Refs. [20, 21] but here the corrections are given explicitly for a better understanding.

For the contributions to the denominator the same arguments as for the above contributions hold. The first addend has a multiplicity of $n^2$, whereas the last two addends contribute only with a multiplicity of $(n-1)+(n-2)+\ldots+1 = n(n-1)/2$.

Thus, in the first two cases the corrections are similar to the results given in Refs. [20, 21] by identifying the connected chains. The last two terms need not be corrected, since the exact results are known from Refs. [20, 21].

For the dimerized system only the following term $\lambda^{N/2} \beta^N$ is affected in order $N$ of the expansion
\[
C_{\text{denominator}}^v = 3 \left( \frac{1}{4} \right)^N 2^N N!
\]
\[
C_{\text{numerator}}^v = - \left( -3 + 2 + \frac{8}{3!} \right) \left( \frac{1}{4} \right)^{N+1} 2^N N!
\]

These are exactly the same corrections as explained in Refs. [20, 21], where the occurring wrap around effect is fully described by the picture.

With the use of a minimal system size in the calculations the correct results in the infinite system are given by identifying the occurring wrap-around effects and evaluating their corrections.

### 1.4.4. Extrapolation

With the truncated series up to order 10 for the dimerized, frustrated chain and up to order 18 in \( \beta \) for the dimerized chain at hand the extrapolation schemes explained in Sec. 1.3 are employed here. In the following paragraphs the extrapolation schemes for the specific heat and the susceptibility adapted to the model under consideration are investigated.

**Specific heat** In a first step the extrapolation scheme in the internal variable following Sec. 1.3.2 is adapted and compared to the results which can be obtained by Dlog-\( \text{Padé} \) extrapolations, see Sec. 1.3.1.

In the case that the system is in the gapless phase i.e. \( \delta = 0 \) and \( \alpha \leq \alpha_c \) the low temperature asymptotics is known to be

\[
C(T) = \frac{T}{3} + O(T^2) \quad \text{for} \quad T \ll 1.
\]

From the linear behavior of the dispersion \( \omega(k) \propto k \) in one dimension this follows for the isotropic chain with \( \delta = 0 \) and \( \alpha = 0 \) [55]. The linear behavior in \( T \) of the specific heat is also valid for values of the frustration \( 0 \leq \alpha < \alpha_c \), where the elementary excitations can still be described by asymptotically free spinons.

At the isotropic point the ground state energy \( e_0 = -\ln 2 + 1/4 \) [2] is exactly known whereas for values \( \alpha > 0 \) results of a high order series expansion about the limit of isolated dimers [51] is used.

Considering the sum rule

\[
e - e_0 = \int_0^T C(T')dT' \approx T^2 \quad \rightarrow \quad T(e) \approx \sqrt{e - e_0}
\]

yields the temperature as a function of energy \( T(e) \). Substituting the temperature function into the sum rule for the entropy leads to

\[
S(T(e)) = \int_0^T \frac{C(T')}{T'} dT' \approx T(e) \approx \sqrt{e - e_0}.
\]
To avoid the square-root singularity at \( e = e_0 \) for \( S(e) \) the function

\[
G(e) = \frac{S'(e)}{S(e)}(e - e_0)
\]  

(1.34)

is extrapolated requiring \( G(e)|_{e=e_0} = 1/2 \). The entropy is finally given by

\[
S(e) = \ln 2 \exp \left( \int_0^e \frac{\tilde{G}(e')}{e'-e_0} de' \right),
\]  

(1.35)

where \( \tilde{G} \) is the Padé extrapolation of \( G \).

For the gapped phase of the system the low temperature information from Eq. 1.9 is incorporated considering the sum rule

\[
e - e_0 = \int_0^T C(T')dT' \approx AT^{3/2}e^{-\Delta T}
\]  

(1.36)

in the limit \( T \ll \Delta \) with the excitation gap \( \Delta \). Only the leading order contribution in \( T \) is taken into account, higher orders in \( T \) are neglected; \( A \) is a constant factor. Inverting the above equation provides an implicit expression for \( T(e - e_0) \) with

\[
\ln \left( \frac{e - e_0}{A} \right) = \frac{1}{2} \ln T - \frac{\Delta}{T}.
\]  

(1.37)

Only an approximate solution is possible, because Eq. 1.37 cannot be inverted analytically. In a first iteration step the addend \( 1/2 \ln T \) in Eq. 1.37 is neglected leading to

\[
T_1 = \frac{-\Delta}{\ln \left( \frac{e - e_0}{A} \right)}
\]  

(1.38a)

with \( y = e - e_0 \). Inserting \( T_1 \) in a further iteration step yields

\[
T_2 = \frac{-\Delta}{\ln \left( \frac{e - e_0}{A} \right) - \frac{3}{2} \ln T_1} = \frac{-\Delta}{\ln \left( \frac{e - e_0}{A} \right) - \frac{3}{2} \ln \left( \frac{\Delta}{T_1} \right)}.
\]  

(1.38b)

Obviously, further iteration steps lead to logarithmic functions of logarithmic arguments. Their contributions become less important with increasing number of steps of iteration. Neglecting those emerging multiple-logarithmic functions in Eqs. 1.38 yields the approximate solution for \( T \)

\[
T(y) \approx -\frac{\Delta}{\ln(y)} \quad \text{for} \quad y \ll 1.
\]  

(1.39)

Combining Eqs. 1.36, 1.9, and the following sum rule

\[
S = \int_0^T \frac{C(T')}{T'}dT' \approx AT^{3/2}e^{-\Delta T} \quad \text{for} \quad T \ll \Delta
\]  

(1.40)
yields the low temperature behavior of the entropy

\[ S(y) \approx -\frac{y}{\Delta} \ln(y) \quad \text{for} \quad y \ll 1. \tag{1.41} \]

The logarithmic singularity at \( e = e_0 \) (\( y = 0 \)) can be described best by extrapolating the function

\[ G(y) = y \partial_y \frac{S(y)}{y}. \tag{1.42} \]

The value of the gap \( \Delta \) is incorporated by requiring

\[ G(y = 0) = -\frac{1}{\Delta}. \tag{1.43} \]

The value of \( \Delta \) is taken from the explicit \( T = 0 \) calculation in Ref. [51]. It is used to stabilize the extrapolation procedure. This constitutes an extension of the procedure applied in Ref. [28]. There, Eq. 1.43 is exploited to estimate the gap \( \Delta \). Here, the value of the gap is built in explicitly.

Finally, the entropy is given by

\[ S(e) = (e - e_0) \left( e^e \tilde{G}(e') \int_0^e \frac{\tilde{G}(e')}{e'^2 - e_0} de' - \ln^2 \frac{e}{e_0} \right), \tag{1.44} \]

where \( \tilde{G} \) is the Padé extrapolation of \( G \).

The specific heat can also be extrapolated by biased Dlog-Padé extrapolations in the Euler-transformed variable \( u \) as described in Sec. 1.3.1. For the gapped phase Eq. 1.9 translates to

\[ P_k^l(u) \bigg|_{u=1} = -\Delta \tag{1.45} \]

\[ \partial_u P_k^l(u) \bigg|_{u=1} = \frac{1}{2}. \tag{1.46} \]

where \( P_k^l(u) \) denote the Dlog-Padé approximants in the variable \( u \) of order \([k, l]\). These two equations determine the two additional parameters extending the obtained series by two orders. In Fig. 1.4 the different extrapolation schemes are compared.

The biased Dlog extrapolation in \( u \) does not fulfill the low temperature behavior properly for temperatures \( 0.1 \leq T/J \leq 0.4 \) (see upper left panel). Even though the linear behavior for low temperatures is reproduced the specific heat is slightly overestimated in the temperature regime mentioned above. The position and height of the maximum is represented correctly. The information used in this representation is not sufficient for temperatures below the maximum, whereas the extrapolations in the internal variable yield very good results even down to zero temperature. This is shown in the left panel by comparing to the exactly known result. To get an impression of the accuracy in the difficult test case of the isotropic chain the extrapolations are compared to each other for the appropriate extrapolations (see panels on right hand side). Here, the diagonal extrapolations \([n, n]\) yield the best convergence for increasing order \( n \), whereas the other extrapolations e.g. show increasing
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Figure 1.4.: Left side: extrapolations of the specific heat $C$ of the isotropic chain compared to the exact result [3]. The extrapolations in the energy $e$ cannot be discerned in the upper panel. Right side: absolute differences between various extrapolations.

deviations for increasing order $n$ at $T \approx 0.4J$. Thus, the diagonal extrapolations are used in the following.

The lower left panel shows the relative difference of the highest orders available of the various extrapolations to the exactly known result from Ref. [3]. The relative difference between the exact result and the $[8,8]$ extrapolation is of order 1%-2%. This estimation seems to be more realistic than the one given in Ref. [28] with a relative error of only 0.1%.

Susceptibility With the temperature as function of $e$ at hand it is possible to represent also the susceptibility as function of $e$. The low temperature behavior from Eq. 1.8 can also be incorporated in the extrapolations. Considering the sum rule from Eq. 1.36 and the low temperature behavior of $4T\chi(T)$ [24] for the gapped system with

$$4T\chi(T) \approx T^{\frac{1}{2}}e^{-\frac{J}{T}} \quad \text{for} \quad T \ll \Delta$$

leads to an approximate description of the susceptibility for energies close to the ground state energy $e_0$

$$y = e - e_0 \approx T^{\frac{1}{2}}e^{-\frac{J}{T}} \approx 4T\chi(T) \quad \text{for} \quad y \ll 1 .$$

To incorporate the linear behavior of $\chi(e)$ in $e$ for energies close to the ground state energy a Dlog-Padé extrapolation is used, where the residual of 1 is built in explicitly, for details see Sec. 1.3.1.
In Fig. 1.5 various extrapolations are shown. In the left plot (a.) various Dlog-Padé extrapolations in the Euler transformed variable $u$ are presented for $\alpha = 0.36$ and $\delta = 0.1$. The extrapolations follow the procedure explained in Sec. 1.3.1. The low temperature information is built in using the relations

$$P_l^k(u) \bigg|_{u=1} = -\Delta$$  \hspace{1cm} (1.49a)

$$\partial_u P_l^k(u) \bigg|_{u=1} = 1/2 ,$$  \hspace{1cm} (1.49b)

where the value of the gap $\Delta$ is taken from Ref. [51].

For fixed order $l$ of $P_l^k$ the Dlog-Padé extrapolation of $\chi$ moves for $l = 2$ upwards, for $l = 4$ downwards and for $l = 5$ in both directions (for $l = 3$ no evaluation is possible due to defective extrapolations in all orders). All representations converge for increasing orders meaning that on the one hand for increasing orders the coincidence between successive orders reaches lower temperatures and on the other hand the overall difference between successive orders decreases. The $[5,4]$ and $[4,5]$ extrapolations cannot be distinguished. But this is not a general feature. Other reflected extrapolations of the type $[k, l]$ and $[l, k]$ yield substantially differing results. The $[6, 5]$ extrapolation is not possible due to spurious poles. In order to decide for the optimal extrapolation the $[n, 4]$ extrapolations are used because their convergence is the best compared to the convergence of the extrapolations $[n, 2]$ and $[n, 5]$. The convergence does not change significantly for other sets of parameters.
The plot on the right hand side (b.) compares exemplary the chosen Dlog-Padé extrapolations in \( u \) (Dlog(u)) and in the energy \( e \) (Dlog(e)) with the result obtained by ECD calculations for the same set of parameters, namely \( \alpha = 0.36 \) and \( \delta = 0.1 \). The extrapolation in the energy seems to underestimate the susceptibility already at temperatures close to the position of the maximum of \( \chi \), whereas the Dlog(u) extrapolations converge nicely with increasing order. The extrapolations in \( e \) describe the low energy (low temperature) regime better than the representation in \( u \) does. But the sum rules implicitly built-in in the extrapolations in \( e \) also affect higher energies (higher temperatures) such that the continuation between the calculated results for high energies and the low energy behavior somehow influences the higher energy regime too much. This leads to representations where already the height and position of the maximum of the susceptibility is not sufficiently described.

The following investigations will focus the position and the height of the maximum of the susceptibility which is accessible experimentally in most cases when the magnetic exchange coupling is not too large. Thus, the Dlog(u) representation is used throughout this chapter yielding the best extrapolations in the temperature regime of the maximum and below as described above. In order to present our results in a systematic and unbiased way we choose the \( P_m^4 \) representation for all curves shown below (if not denoted otherwise). Deduced from Fig. 1.5 one expects quantitatively reliable results down to \( T \approx 0.25J \) for the dimerized, frustrated chain. This conclusion is based on considering the highest orders and comparing the range of \( T/J \) where successive orders coincide.

It is in order to compare the procedure used here to deal with gapped spin systems with another closely related one proposed by Elstner and Singh [35]. These authors perform a cluster expansion in the weak couplings, i.e. they compute the susceptibility on small clusters exactly. The results obtained are exact up to \( 8th \) order in the weak bonds. For large dimerization this approach works very well since the results are reliable without extrapolation. But for smaller dimerization, i.e. smaller gaps, the method proposed here works much better since one is able to include a much better value for the energy gap via Eq. 1.49.

This is possible because the value of the gap itself can be obtained by careful extrapolation. Only for very small values of the dimerization (\( \delta < 3\% \)) the values of the gap become less reliable. In any case, the susceptibility \( \chi(T) \) at moderate to higher temperatures is very little affected by small inaccuracies in \( \Delta \).

1.4.5. Results

Magnetic Susceptibility

Applicability of the High Temperature Series Expansion In the purely dimerized case (\( \alpha = 0 \)), see Fig. 1.6, almost the whole temperature regime is excellently described. This is due to the high orders reached (\( O(\beta^{18}) \)). In Fig. 1.6, the HTSE results are depicted in comparison to results from numerical methods (ECD, QMC) and the exact result of the uniform chain [3]. In particular, the agreement between the HTSE result and the exact one for the uniform chain is impressive. We think that this is the optimum which can be obtained by high temperature expansion since it is certainly not possible to assess the logarithmic low temperature corrections coming from the high temperature end. Technically, the obvious
Figure 1.6.: Susceptibility of the dimerized chain for various values of $\delta$. The Dlog-Padé extrapolations are of order $[15, 4]$

relations

$$P_j^k(u) \big|_{u=1} = 0 \quad (1.50a)$$
$$\partial_u P_j^k(u) \bigg|_{u=1} = 1 \quad (1.50b)$$

were used for the uniform chain instead of (1.49). The second relation (1.50b) reflects the fact that $\chi(T = 0)$ is finite.

In Fig. 1.7 the [7, 4] HTSE representation chosen is compared to exact complete diagonalization and temperature density-matrix renormalization data [56]. The results are in very good accordance with one another. Only in the regime $T/J < 0.2$ is there a slight difference between the HTSE representation and the numerical results.

In Fig. 1.9 the susceptibilities for various sets of parameters are shown. The behavior of the maximum of the susceptibility depends upon the parameters under study. For fixed next-nearest neighbor interaction $\alpha$ the position of the maximum moves to higher values of $T/J$ for increasing $\delta$ while the maximum value decreases. These effects are induced by the increasing gap [7].
Fixing $\delta$, the position of the maximum moves to lower temperatures for increasing $\alpha$. This can be understood from the reduction of the dispersion on increasing frustration, as depicted in Fig. 1.8. The mobility of the excitations is more and more restricted [45, 46, 51]. The maximum value of $\chi(T)$ remains almost constant. This can be seen as the result of a compensation of two contrary effects. On the one hand, the susceptibility rises due to the shift of the maximum position to lower temperatures where the global $1/T$ factor (cf. (1.2)) enhances its value. But on the other hand, the frustration provides an additional antiferromagnetic coupling in the system which works against an alignment of the spins. For instance, the antiferromagnetic next-nearest neighbor coupling induces a strong repulsion between aligned adjacent triplets on the dimers [45, 46, 51].

**Information Content** In this paragraph the question is addressed to which extent the parameters of the model in Eq. 1.25 can be extracted from measurements of the susceptibility. In other words, the experimentalist’s point of view is adopted who wants to determine the coupling parameters from experimental data. Obviously, the main feature in the susceptibility curve is the maximum. So it is natural to use in the first place the
Figure 1.8.: Triplet dispersion of the dimerized, frustrated spin chain for fixed dimerization $\delta = 0.1$ and increasing frustration $\alpha = 0, 0.1, 0.2, 0.3, 0.4, 0.5$: the results are obtained by a high order series expansion about the limit of isolated dimers [57,58].

maximum value $\chi_{\text{max}}$ and its position $T = T_{\text{max}}$. The product $\chi_{\text{max}}T_{\text{max}}$ is considered since it is experimentally easily accessible and does not depend on the exchange coupling $J$.

The HTSE data (lines) shown in Fig. 1.10 are compared to ECD results (circles) performed on a 16 site system. Due to spurious poles occurring within the $[7,4]$ Dlog-Padé extrapolations [9,2] extrapolations were used instead highlighted through dark grey lines in the figure. The accuracy compared to the $[7,4]$ extrapolation is conserved because the $[9,2]$ extrapolations are used only for high values of the dimerization $\delta \gtrsim 0.4$, where the system is sufficiently gapped and thus well described by the used HTSE extrapolation even down to zero temperature for not too high values of $\alpha$.

For high values of the frustration $\alpha \gtrsim 0.5$ and low values of the dimerization $\delta \lesssim 0.1$ small differences between the ECD and HTSE results occur. These effects result from finite size effects of several percent specific to the ECD calculations in this parameter regime and also from inaccuracies in the HTSE extrapolations due to the position of the maximum at low temperatures (see discussion above). The exactly known points (filled circles) for $\alpha = 0$ and $\delta = 0$, 1 are reproduced perfectly by both methods.

Note that for $\delta = 0$ the quantity $\chi_{\text{max}}T_{\text{max}}$ reaches its minimum at $\alpha \approx 0.36$ and then starts to increase again. The general behavior that the quantity $\chi_{\text{max}}T_{\text{max}}$ at $\delta = 0$ decreases and then starts to increase again is due to the fact, that on growing $\alpha$ the system approaches two independent chains of half the size of the original chain with $\alpha = 0$. Figure 1.10 can
be used easily: given the experimental input for $\chi_{\text{max}} T_{\text{max}}$ one can read off the value for $\delta$ for a chosen $\alpha$.

To complete the analysis the variable $J/T_{\text{max}}$ is plotted in Fig. 1.11 as a function of $\delta$ for various values of $\alpha$. So, once the value of $\delta$ (for given $\alpha$) is determined from Fig. 1.10, Fig. 1.11 helps to determine the exchange coupling $J$ by reading off $J/T_{\text{max}}$ and multiplying by $T_{\text{max}}$. The HTSE results (lines) are compared also to the ECD results (circles). The discrepancy between the two methods for $\alpha \geq 0.5$ and $\delta \leq 0.1$ is of same origin as discussed above for the quantity $\chi_{\text{max}} T_{\text{max}}$. The low lying maximum of the susceptibility in this parameter regime leads to inaccuracies in the HTSE extrapolations and the ECD results suffer from finite size effects.

It has to be pointed out that it is almost impossible to determine the values of $J$, $\alpha$ and $\delta$ from the temperature dependence of the susceptibility alone (cf. also Ref. [59]). This phenomenon is well known from the investigations of $(\text{VO})_2 \text{P}_2 \text{O}_7$. In the case of this substance the susceptibility of the isotropic ladder i.e. a ladder with $J_\| = J_\perp$ and
the susceptibility of a dimerized spin chain with \( \delta = 0.2 \) fit both the experimental data equally well. For illustration the possible results for \((\text{VO})_2\text{P}_2\text{O}_7\), where \( \chi_{\text{max}} = 2.07 \times 10^{-3} \text{ emu/mol V} \) and \( T_{\text{max}} = 74 \text{K} \) correspond to the horizontal dashed line at 0.15 emu K/mol V in Fig. 1.10. The difficulty to distinguish different sets of \((J, \delta, \alpha)\) yielding the same value of \( \chi_{\text{max}}T_{\text{max}} \) is visualized strikingly in Fig. 1.12. The re-scaled susceptibilities belonging to various values of \( \chi_{\text{max}}T_{\text{max}} \) are depicted. In the temperature region around the maxima and for larger temperatures the differences within each set are minute. This fact leads to the conclusion that it is impossible to determine all three coupling parameters from \( \chi(T) \) at moderate and at large values of temperature alone. With the precise knowledge of low temperature quantities like the spin gap \( \Delta \) the problem of determining a unique parameter set for a given substance can be solved. But it has to be mentioned that also in the low temperature regime disturbing effects exist hampering the determination of the model parameters. For a detailed discussion see below. In Fig. 1.13 the values of \( \alpha \) and \( \delta \) are shown which belong to the various sets displayed in Fig. 1.12 (connected filled circles). It should be added that the precise value of the gyromagnetic ratio \( g \) is assumed to be
known from independent experiments, for instance ESR. Thus no fitting is assumed for this material dependent property.
Next the high temperature expansion results (see Appendix A.1) are used to analyze such a scaling behavior as deduced from the values for $\chi_{\text{max}} T_{\text{max}}$ in the lowest orders of $\beta$. It is obvious that the zeroth order $4T\chi \approx 1$ does not allow the determination of any parameters. The first order of the susceptibility of a model with given frustration $\alpha$ and exchange coupling $J$ is identical to the first order of another model with frustration $\alpha_1$ and coupling $J_1$ if

$$J_1(1 + \alpha_1) = J(1 + \alpha) \quad (1.51)$$

holds. In other words, if one had only first order results for the susceptibility it would be impossible to determine $J$ and $\alpha$ independently.

The second order of the HTSE depends on $\delta$. But again one can choose a particular value $\delta_1$ such that the sets $(J, \alpha, \delta)$ and $(J_1, \alpha_1, \delta_1)$ lead to identical zeroth, first and second order terms in $\beta$. This choice is

$$\delta_1^2 = 2\alpha_1 - (2\alpha - \delta^2) \left( \frac{1 + \alpha_1}{1 + \alpha} \right)^2 \quad (1.52)$$
If the susceptibility is determined mainly by the first three orders, the relations (1.51,1.52) provide the recipe to re-scale the susceptibility such that different parameter sets yield similar temperature dependences. Indeed, if one focuses on the high temperature range this is true. The precise position and value of the maxima, however, cannot be deduced from the first three orders alone. This implies that Eq. 1.52 provides only very rough estimates for the curves as displayed in Fig. 1.13.

We like to stress that we are not claiming that it is impossible to determine all three coupling \( J, \alpha, \delta \) if sufficient low temperature data is available to obtain the value of the gap. The gap \( \Delta \) depends in a different way on the couplings than \( \chi(T) \) does [51]. Very often, however, the dependence at low values of the temperature is either not accessible or it no longer corresponds to a pure 1D system. In particular, interchain couplings \( J_{\perp} \) lead to significantly altered gaps (for examples see refs. [36,60]) although the behavior at higher temperatures \( T > J_{\perp} \) is still well described by a 1D model. Another source of disturbing effects may be impurities in the substance leading to effects which are not described by the given theoretical model.
1.4.5 Results

Figure 1.13.: Lines of constant height $\chi_{\max} T_{\max} = 0.17, 0.16, 0.15, 0.14, 0.13$ emu K/mole in the $\alpha$-$\delta$ plane: The black solid lines depict the results using the parameter sets with the lowest value of $\alpha$ and evaluating the $\delta$-$\alpha$ regime where the first two orders of the high temperature series expansion yield the same result, following Eq. 1.52.

Specific Heat

It is a straightforward idea to extract further information about the magnetic properties of certain materials by considering also the specific heat $C$. Only in very rare cases, however, the magnetic part of $C$ can be extracted in a reliable way from the measured data because the phononic contributions dominate $C$ whenever the energy scale of the lattice vibrations is of the order of the magnetic coupling $J$.

At low temperatures where the phononic contributions vanish following the usual $T^3$ law a reliable extraction of the magnetic part of the specific heat $C$ is possible, because $T^3 \ll T$ for $T \ll 1$ holds. For high temperatures such a procedure will fail in general as can be seen, for instance, in a simple model of Einstein (dispersionless) phonons coupled to Heisenberg chains [61]. So the full temperature dependence of the magnetic part of $C$ can be measured only in substances with a small exchange coupling $J$ as it occurs, for instance, in organic magnetic materials, see e.g. Ref. [62].
Furthermore, it is in order to mention that there are indirect techniques to obtain the magnetic part of $C(T)$ where the energy fluctuations are linked to dissipation. The latter is measured by the intensity of elastic scattering in spectroscopic investigations, see e.g. [41, 63]. The indirect approaches, however, may provide information on $T_{\text{max}}$ of $C(T)$ but not on $C_{\text{max}}$ itself since overall factors are not known. The obtained data may also be inaccurate. (In this section $T_{\text{max}}$ always refers to $C(T)$. The position of the maximum of $\chi(T)$ is denoted $T_{\chi_{\text{max}}}$.)

In the Appendices A.2 and A.1 the coefficients for the specific heat are provided. In order to compute $C(T)$ additional information on the low temperature behavior is included as was done for $\chi(T)$. For $C(T)$ the extrapolations were performed in the variable energy $e$ as described in Sec. 1.4.4.

![Figure 1.14. Specific heat $C$ for various values of $\delta$ and $\alpha$. The HTSE data are compared to ECD and T-DMRG results.](image)

In Fig. 1.14 the specific heat for various sets of parameters $\alpha$ and $\delta$ is compared to numerical ECD and T-DMRG results. The results of all methods coincide in almost the complete temperature regime. Only for $\alpha = 0$ and $\delta = 0.05$ the ECD result differs slightly from the HTSE and T-DMRG results for temperatures $T \leq 0.2J$. Such an excellent consistency between the different methods supports the accuracy of the extrapolation scheme used for the HTSE data.
Figure 1.15.: Re-scaled specific heat $C$ for various values of $\delta$ and $\alpha$ all yielding the same value $\chi_{\text{max}} T_{\text{max}}^{\chi} = 0.15$ emu K/mol.

Figure 1.15 displays $C(T)$ for the points in Fig. 1.13 belonging to $\chi_{\text{max}} T_{\text{max}}^{\chi} = 0.15$ emu K/mol V. Therefore, the temperature dependence is given in units of the maximum temperature $T_{\text{max}}^{\chi}$ of the susceptibility. Clearly, the curves differ from one another. Hence the knowledge of $C(T)$, in addition to the knowledge of $\chi(T)$, renders a complete determination of all three couplings possible. This is the main point in the present section. In other words, the knowledge of $\chi(T)$ allows to fix $\delta$ and $J$ for given $\alpha$. But $\alpha$ cannot be determined easily since there are sets of parameters leading to very similar $\chi(T)$ curves, see Fig. 1.12. The corresponding $C(T)$ curves, however, differ significantly as illustrated in Fig. 1.15 and thus provide a proper distinction of different parameter sets.

To complete the analysis for the specific heat the analogs of Figs. 1.10 and 1.11 for $\chi(T)$ are provided for $C(T)$ in the Figs. 1.16 and 1.17. Figure 1.16 displays the dimensionless (if $k_B$ is set to unity) maximum value of the specific heat which is independent of the value of the exchange coupling $J$. For given dimerization $\delta$ the frustration parameter $\alpha$ can be read off. Once $\alpha$ is known the curves in Fig. 1.17 allow the energy scale to be determined. To give an example, the HTSE results are compared for two sets of parameters...
Figure 1.16.: Maximum value $C_{\text{max}}$ of the specific heat as function of the frustration $\alpha$ for various values of the dimerization $\delta$. For $\delta = 0$ the HTSE results shown beyond $\alpha = 0.5$ are affected by an increasing error (see text for details).

to the results obtained by ECD in Figs. 1.16 and 1.17. The HTSE extrapolations and the ECD data slightly differ from each other for values $\alpha \gtrsim 0.5$ (where available). Here, the HTSE extrapolations seem to be more reliable due to the incorporated sum rules and low temperature information on $C(T)$. But, especially the case $\delta = 0$ is a difficult test case also for the HTSE extrapolations. The inaccuracy in the knowledge of the ground state energy influences the position and the height of the maximum of $C(T)$ strongly. For values $\alpha \geq 0.5$ the relative error of the results for $C_{\text{max}}$ in Fig. 1.16 and $T_{\text{max}}^C$ in Fig. 1.17 are of one order above the error of the ground state energy. The error of the ground state energy is estimated to increase roughly from 0.1% at $\alpha \approx 0.5$ to 1% at $\alpha \approx 1$.

In the following the principal behavior of $C(T)$ is briefly described as a function of $\delta$ and $\alpha$. Some of the features of the curves can be understood by simple arguments. In Fig. 1.16 all curves converge to the dashed line for increasing values of $\alpha$. The value of the dashed line is $C_{\text{max}}$ of a uniform chain without dimerization and frustration. This is implied by the simple fact that the system approaches the limit of two independent chains for $\alpha \to \infty$. Then the couplings $J(1 + \delta)$ and $J(1 - \delta)$ between the two legs (cf. Fig. 1.2) become less
1.4.5 Results

Figure 1.17.: Position $T_{\text{max}}$ of the maximum of $C(T)$ as function of the frustration $\alpha$ for various values of the dimerization $\delta$. For $\delta = 0$ the HTSE results shown beyond $\alpha = 0.5$ are affected by an increasing error (see text for details).

and less important, hence we have

$$\lim_{\alpha \to \infty} C_{\text{max}}(\alpha, \delta) = C_{\text{max}}(\alpha = 0, \delta = 0). \quad (1.53)$$

For fixed value of the dimerization $\delta$ the position $T_{\text{max}}$ of the maximum of $C$ is shifted to lower values on increasing $\alpha$. This can be understood by the suppression of the dispersion of the elementary excitations due to the frustration [45, 46, 51], see also Fig. 1.8. Thereby the overall energy scale on which excitations exist is reduced. The same was observed for the susceptibility as discussed in the preceding paragraph. A minimum is reached for a certain value of $\alpha \approx 0.6$ because $T_{\text{max}}$ has to rise again since the system approaches the limit of two independent chains. Quantitatively, the large $\alpha$ limit fulfills

$$\lim_{\alpha \to \infty} \frac{T_{\text{max}}(\alpha, \delta)}{J\alpha} = \frac{T_{\text{max}}(\alpha = 0, \delta = 0)}{J}. \quad (1.54)$$

independent of $\delta$. 
It should be noted that for large $\delta$ (cf. Fig. 1.16) the value of $C_{\text{max}}$ does not substantially change which makes it difficult to discriminate the curves experimentally. The ECD data shown are obtained for a $N = 16$ cluster. A finite size analysis shows that the finite cluster results agree with the infinite chain result except for points with $\delta = 0$ and $\alpha > 0.5$ where finite size effects dominate [64].

1.4.6. Conclusions

The aim of the present section was two-fold. In the first place, results and tools were provided to facilitate and to expedite the analysis of experimental data in terms of a one-dimensional $S = 1/2$ model, namely the dimerized and frustrated spin chain. This model can also be seen as zig-zag chain and comprises in particular the usual spin ladder which is investigated in detail in Sec. 1.5. Secondly, it was demonstrated to which extent it is possible to determine the model parameters quantitatively from the temperature dependences of the magnetic susceptibility $\chi$ and of the specific heat $C$.

It was shown in detail how analytic high temperature series in high orders can be used to obtain reliable extrapolations, namely Dlog-Padé extrapolations and extrapolations in the internal variable energy. The key point is to use additional well-known information on the $T = 0$ and on the low-temperature behavior to stabilize the extrapolations in the low-temperature region. The size of the gap, the form (linear or quadratic) of the dispersion in the vicinity of its minimum, the dimensionality of the system, and the ground state energy were used as additional input. Thereby very good results were achieved in a straightforward fashion. The validity of the results is comparable to the one achieved by the extrapolation procedure introduced previously [21] for the susceptibility. There the susceptibility was extrapolated biased with the knowledge of the zero temperature dispersion of the elementary excitations. The extrapolations for the magnetic specific heat were improved considerably by incorporating additional information and by representing $C$ as a function of energy. The approach used in the present work is simpler since it requires less additional input. In Ref. [21] information on the whole dispersion was used. With the help of computer algebra programs the extrapolations can be computed very quickly and easily. Thereby efficient data analysis becomes possible. The extrapolated series expansion results were gauged carefully by investigating their convergence and by comparing them to numerical data. The methods to which we compared are exact complete diagonalization, quantum Monte-Carlo and temperature density-matrix renormalization.

To ease data analysis further results for many sets of parameters were included in the present section. Figures 1.10, 1.11, 1.16 and 1.17 make it possible to read off the coupling parameters $J, \alpha$ and $\delta$ if as little as the maximum values of the magnetic susceptibility and of the specific heat as well as their corresponding positions $T_{\chi_{\text{max}}}^x$ and $T_{C_{\text{max}}}^c$ are known. It turned out that the knowledge of $\chi(T)$ at moderate and high temperatures alone is not sufficient to determine the three model parameters (the gyromagnetic ratio $g$ is assumed to be known from independent experiments, e.g. ESR). Any additional knowledge, for instance on $C(T)$ or on the singlet-triplet gap $\Delta$, solves the problem. But such additional information
is difficult to obtain. The specific heat is mostly dominated by the phonon contribution making it difficult to be extracted. The gap $\Delta$ is in principle well defined. Frequently, however, the real systems lose their one-dimensionality at low energies, for instance due to small interchain couplings. Then the gap is influenced decisively by these additional residual couplings although the behavior at moderate and higher temperatures is perfectly described by a one-dimensional model. In the analysis of experimental data it is certainly helpful to consider these facts carefully.
1.5. Ladder with Cyclic Exchange

1.5.1. Introduction

In the limit of small ratio $t/U$ the Hubbard model at half filling with hopping amplitude $t$ and on-site Coulomb repulsion $U$ can be mapped in leading order $t/U$ to an antiferromagnetic nearest-neighbor Heisenberg spin model. Terms of higher order in $t/U$ yield besides bilinear exchange terms between further neighbors also biquadratic exchange terms containing a product of four or more spin operators [65–67]. Often, these higher order terms have been neglected. But recently, it has been pointed out that both for spin ladder systems and the parent compounds of high-$T_c$ superconductors [68] in addition to the bilinear exchange terms also biquadratic exchange terms, so-called cyclic exchange terms are important. It became evident that the minimal model describing the magnetic part of the cuprate systems has to contain such four-spin exchange terms [67, 69–71]. Similar multiple spin exchange interactions are known to be relevant in other parts of condensed matter physics like the nuclear magnetism of $^3$He [72] or the spin structure of a Wigner crystal [73].

Figure 1.18.: Two-leg ladder with cyclic (4-spin) exchange

The modification of the low temperature behavior of spin systems due to this new exchange interaction has been discussed in detail in Refs. [74–77]. The results have been applied in various experimental works e.g. on the spin ladder compounds $\text{Sr}_{14}\text{Cu}_{24}\text{O}_{41}$, $\text{La}_6\text{Ca}_6\text{Cu}_{24}\text{O}_{41}$ and $(\text{La,Ca})_{14}\text{Cu}_{24}\text{O}_{41}$ [78–81] or on the layered cuprate $\text{La}_2\text{CuO}_4$ [80, 82–84]. In the two-leg ladder compound $\text{SrCu}_2\text{O}_3$ a ring exchange term also seems to be relevant [85]. A detailed comparison of the experimental results with the results obtained in the present work is carried out in Sec. 1.5.7. Without the inclusion of a ring exchange term, especially in the ladder compounds, the ratio between the leg and the rung exchange coupling was fitted to an unexpected high value of $\frac{x = J_\parallel}{J_\perp} \approx 2$ (see e.g. [86]) which is neither expected from the geometrical nor from the electronic structure of the ladders [87]. It was shown that only a four-spin exchange term does remove this discrepancy [88]. The possibility of other effects removing this discrepancy cannot be excluded, but up to now the inclusion of a four-spin exchange yields promising results.

However, only few investigations [11] of the impact of this new type of interaction on the finite temperature properties are available up to now. Therefore, the question how
the thermodynamic properties of two-leg spin-1/2 ladders are modified by cyclic exchange interactions is addressed here. In particular, the present part of the work provides the high temperature series (HTSE) data for the magnetic susceptibility and the specific heat and compares to results from exact complete diagonalization (ECD) [7]. It is expected that such an analysis constitutes an important supplement to the study of spin-ladders at finite temperatures, furnishing additional information about couplings and interactions.

1.5.2. Model

The model under study is given by the Hamiltonian

\[
H = \sum_i \left( J_\perp S_{1,i}S_{2,i} + J_\parallel [S_{1,i}S_{1,i+1} + S_{2,i}S_{2,i+1}] 
\right. 
\]
\[+ 2J_{\text{cyc}} \left[ (S_{1,i}S_{1,i+1})(S_{2,i}S_{2,i+1}) + (S_{1,i}S_{2,i})(S_{1,i+1}S_{2,i+1}) \right]
\]
\[\left. - (S_{1,i}S_{2,i+1})(S_{2,i}S_{1,i+1}) \right) \right) \quad (1.55)
\]

where \( J_\perp > 0 \) and \( J_\parallel > 0 \) are the rung and leg couplings, respectively; the subscript \( i \) denotes the rungs and 1, 2 the two legs. \( J_{\text{cyc}} > 0 \) parameterizes the cyclic (4-spin) exchange. The above Hamiltonian 1.55 is closely related to a Hamiltonian where the leading four-spin exchange is included by cyclic permutations \( P_{ijkl} \) on a plaquette [69, 75, 89]

\[
H^P = \sum_i \left( f^P_{\perp} S_{1,i}S_{2,i} + f^P_{\parallel} [S_{1,i}S_{1,i+1} + S_{2,i}S_{2,i+1}] \right)
\]
\[+ \frac{J_{\text{cyc}}^P}{2} \sum_{ijkl} \left( P_{ijkl} + P_{ijkl}^{-1} \right) \]

with an analogous description of the exchange constants and the last sum running over all plaquettes \( \langle ijk \rangle \) on the ladder. The permutation operator \( P_{ijkl} \) describes a permutation of the spins on a plaquette consisting of four spins. Thereby the spins are rotated clockwise by one site and the inverse operator denote a rotation counterclockwise, respectively. The permutation operator is the abbreviated form of a sum of two-spin and four-spin interactions (and a constant which only shifts the overall energy scale and is thus neglected in the considerations). Therefore the ring exchange part of the Hamiltonian in Eq. 1.56 can be represented by the Hamiltonian from Eq. 1.55 by effective couplings identified through

\[
J_\perp = f^P_{\perp} + J_{\text{cyc}}^P, \quad J_\parallel = f^P_{\parallel} + \frac{1}{2} J_{\text{cyc}}^P \quad \text{and} \quad J_{\text{cyc}} = J_{\text{cyc}}^P.
\]

(1.57)

Thereby ‘diagonal’ two-spin products \( S_{1,i}S_{2,i+1} \) and \( S_{2,i}S_{1,i+1} \) contained in the cyclic part of \( H^P \) are omitted. The form 1.55 is used here, because the derivation of the cyclic exchange terms from the underlying multiband Hubbard model for planar cuprates indicate that the four-spin terms are indeed the most significant ones [90]. In Fig. 1.19 the truncated series expansions for \( \chi(T) \) and \( C(T) \) illustrate the relation between \( H^P \) and \( H \). As expected, there is still a difference between the representation of \( H^P \) and the re-parameterized \( H \) originating from the neglected two-spin products, but the main effects are indeed the same.
1.5.3 Computation

In contrast to the previous calculations for the dimerized, frustrated spin chain, here, it was necessary to consider bigger systems to obtain the results in the thermodynamic limit. Still, finite size effects had to be corrected when using periodic boundary conditions in the calculations. The corrections will be explained below in detail.

To compute the 10th order in $\beta$ a system of size $N = 20$ was used corresponding to 10 rungs. Here, the construction of the complete Hilbert space of dimension $2^{20} = 1,048,576$ was possible with each base state containing a polynomial in the two variables $x = J_\parallel / J_\perp$ and $x_{\text{cyc}} = J_{\text{cyc}} / J_\perp$. Using an efficient memory algorithm the program needed about 1.5Gb of memory and about 250 cpu days. The high dimension of the Hilbert space and the high order in the expansion made it necessary to use integers of arbitrary length to store the intermediate and final results. The variable type long long int ($\approx 10^{19}$) provided by the system was not sufficient. With the help of the GNU Multiple Precision Arithmetic Library [91] this problem was resolved, providing integers of arbitrary length. The use of periodic boundary conditions yields wrap-around effects as was the case for the frustrated, dimerized system. Thus, for contributions $J_{\text{cyc}}^n \beta^n$ ($n \leq 10$) an independent program was written,

In this thesis, the Hamiltonian with a cyclic exchange consisting only of four-spin products (Eq. 1.55) is investigated in detail. In Appendix A.3 the series coefficients of a high temperature series expansion are tabulated for the magnetic susceptibility $\chi(T)$ and the specific heat $C(T)$ up to order 10 in the inverse temperature $\beta = J_\perp / T$. Series coefficients for the same quantities are also tabulated for the Hamiltonian in Eq. 1.56 up to order 8 in $\beta = J_\parallel / T$.

Figure 1.19.: Truncated series (up to $\beta^8$ only for consistency between the results) for the magnetic susceptibility $\chi(T)$ (left panel) and the specific heat $C(T)$ (right panel) for $J_{\text{cyc}}^p = 4\%$ compared to $H$ from Eq. 1.55 with effective couplings derived from Eq. 1.57.
showing no wrap-around effects in order $n$. It was possible to use a system of size $N = 22$ obtaining correct results in order $J_{\text{cyc}}^{10} \beta^{10}$.

The following paragraphs are dedicated to a detailed description of the occurring wrap-around effects, illustrated by sketches for a better understanding. The so-called wrap-around effects are due to the use of periodic boundary conditions in the finite system. Thereby processes are contributing which do not appear in the infinite system. These artificial contributions have to be identified, their contributions have to be calculated, and finally subtracted from the results. The final result is then the result for the infinite system.

**Wrap-around effects** Suppose a system has $2n$ sites. In order $\beta^n$ multiple wrap-around effects occur. For the denominator the corrections are far simpler than for the numerator. To visualize the spin products in $H$ the following identifications are used

$$J_{||} \triangleq \begin{array}{c}
\end{array}, \quad J_{\text{cyc}} \triangleq \begin{array}{c}
\end{array}, \quad \text{and} \quad S^z \triangleq \begin{array}{c}
\end{array},$$

where the cyclic contributions stand for the three different four-spin products in the Hamiltonian from Eq. 1.55. The cross visualizes the components of the magnetization $M$, see Eq. 1.3.

The finite size corrections due to a wrap-around using periodic bounding conditions in the calculations are explained in detail in Refs. [20,21] for the frustrated spin chain. Here, the wrap-around effects in the ladder can be calculated in the same way by identifying chains of connected spin products in the ladder system.

Basically, for a chain system of size $n$ with only nearest-neighbor interaction the contribution of

$$C_{\text{denominator}}^{\text{chain}} = 3 \cdot n! 2^n \left(\frac{1}{4}\right)^n$$

has to be subtracted in the $n$-th order in $\beta$ in the denominator of the susceptibility $\chi$. 1.2. Each spin component $x, y, z$, contributes the same value, explaining the factor of 3. The corrections for the numerator consist of three terms

$$C_{\text{numerator}}^{\text{chain}} = (3 - 2 - \frac{8}{3!}) \cdot n! 2^n \left(\frac{1}{4}\right)^{n+1} = -\frac{1}{3} n! \left(\frac{1}{4}\right)^{n+1},$$

where the first addend originates from the $S^z$ components of the squared magnetization $M$ 1.3 acting on the same site, the second addend accounts for the missing terms in a system of infinite size and the last addend keeps track of contributions where sites of the chain are threefold occupied by a spin operator. For details the reader is referred to Refs. [20,21].

These basic effects and their corrections can be applied to the ladder system by identifying the closed ‘chains’ of spin products originating from the use of periodic boundary conditions in the calculations.
**Denominator**  The following terms in the denominator are affected in order $\beta^n$ yielding a contribution in the finite size system but no contribution in an infinite system (not all possibilities/ permutations are listed).

i. $(J_\parallel)^n, x = n!2^{2n}(\frac{1}{4})^n$

   a) ![Diagram](image1)
   1 chain (twice): $C_{a}^i = 2 \cdot 3x$

ii. $(J_{cyc})^n, x = n!2^{2n}(\frac{1}{8})^n$

   a) ![Diagram](image2)
   2 chains: $C_{a}^{ii} = 3^2 \cdot x$

   b) ![Diagram](image3)
   n chains: $C_{b}^{ii} = 3^n \cdot x$

   c) ![Diagram](image4)
   2 chains: $C_{c}^{ii} = (-3)^2 \cdot x$

   d) ![Diagram](image5)
   1 chain: $C_{d}^{ii} = -3 \cdot x$

The latter contributions of the type (ii-iii) to $(J_{cyc})^n$ can be written in a closed form. Therefore one has to identify only contributions where either none, or $0 < m \leq n$ terms of type $\square$ (henceforth identified by the index $j$ in the sum of the equations below) occur in the products. The other addends in the $J_{cyc}$ term are identified by the index $i$ (□) and by the index $k$ (X) in the sums. For $m > 0$ the wrap-around effects then consist of $m$ chains yielding a prefactor of $3^m$. The remaining addends of type $k$ (X) and $i$ (□) are distributed arbitrarily. The addends $i$ contribute with a factor of 1 and the addends $k$ with a factor of $(-1)^{\text{number of occurrence}}$. Summing up all possibilities putting in the different types of addends and accounting for the number of possible permutations by a binomial factor leads to the contribution

$$C_{b,d}^{ii} = \sum_{m>0}^{n} \sum_{i+k=n-m} 3^m1^{i}(-1)^{k}\binom{n-m}{k}x = \sum_{m>0}^{n} 3^m(1 + (-1))^{n-m}x = 3^n x.$$  

(1.59a)

For $m = 0$, i.e. no addend of type □, the multiplicity of terms of kind $k$ (X) leads to even-odd effects in the number of closed chains wrapping around. For an odd number the wrap-around effects consist of one chain and for an even number they consist of two chains. Considering for instance only the contributions which lead to an even number of chains, namely 2, the contribution is evaluated by summing up all terms of type $m = 0$ and adding the same term where the prefactor of the addend $k$ is multiplied by $-1$. This leads then to twice the contribution with an even number...
of terms of type $k$ in the product, because odd numbers in $k$ do cancel. A similar consideration for the terms with an odd number of addends of type $k$ lead to the contributions

$$C_{c, \text{even}}^i = \frac{1}{2} \cdot 3^2 \left( \sum_{i+k=n} 1^i (-1)^k \binom{n}{k} + \sum_{i+k=n} 1^i k \binom{n}{k} \right) x = 3^2 2^{n-1} x \quad (1.59b)$$

$$C_{c, \text{odd}}^i = \frac{1}{2} \cdot 3 \left( \sum_{i+k=n} 1^i (-1)^k \binom{n}{k} - \sum_{i+k=n} 1^i k \binom{n}{k} \right) x = -3 \cdot 2^{n-1} x \quad (1.59c)$$

Equations 1.59 add up to the simple formula

$$C^i = \left( 2^n 3 + 3^n \right) x \quad (1.60)$$

The overall wrap-around contributions for the denominator in order $\beta^n$ are thus given by

$$C_{\text{denominator}} = \left( 6 \cdot \left( \frac{1}{4} \right)^n J_{\|}^n + \left( 2^n 3 + 3^n \right) \cdot \left( \frac{1}{8} \right)^n J_{\text{cyc}}^n \right) n! 2^{2n} (-\beta)^n \quad (1.61)$$

**Numerator** The numerator contains the following products affected in order $\beta^n$ (not all possibilities/permutations are listed) where the crosses visualize the $S^z$ arising from the squared magnetization $M$. First, there is a contribution $\propto (J_{\|})^n$ as depicted in contribution i for the denominator. This wrap-around effect yields a slightly modified contribution as given in Eq. 1.58b with

$i$. $J_{\|}^n$, $x = n! 2^{2n} \left( \frac{1}{4} \right)^{n+1}$

where the factor of 2 in the first addend originates from the two possibilities for generating a chain $\propto J_{\|}$ and the $S^z$ components of the magnetization acting on the same site. The factor of 2 is missing in the latter two addends because the two possibilities of chains wrapping around cannot be seen independently from each other when evaluating these specific contributions.

The following wrap-arounds are illustrative examples for contributions which can be expressed in a closed form, but they are depicted for a better understanding. In contrast to the considerations concerning the contributions from wrap-around effects of the numerator in the linear chain as given in Eq. 1.58b, the terms which have to be taken into account
1.5.3 Computation

in the following are simpler. Due to the combination of at least one four-spin term and two-spin terms the wrap-around effects consist of open chains meaning that at least two sites are occupied by a single spin operator. The $S^z$ components of the magnetization have to act on these two sites to yield a contribution in the finite system which is not present in the infinite system. Considering the missing contributions in the infinite system the wrap-around has to be broken up leading to four sites which are occupied by a single spin operator. Thus, despite putting in the magnetization, these terms will always lead to a vanishing contribution for the infinite system. Identifying these contributions and evaluating their weight lead to the results valid in the infinite system. The contributions are sorted by the number of four-spin terms contributing to the wrap-around effects.

vii. $(J_{||})^{n-1} J_{\text{cyc}}, \quad x = n! 2^{2n} \left( \frac{1}{4} \right)^n \left( \frac{1}{6} \right)^1$

\begin{itemize}
  \item [a)] 1 chain: $N_{\text{a}} = -2 \cdot x$
  \item [b)] 1 chain: $N_{\text{b}} = 2 \cdot x$
  \item [c)] 2 chains: $N_{\text{c}} = 3 \cdot 2x$
\end{itemize}

where the factor of 2 originates from the interchange of the $S^z$ components. The contributions a) and b) are restricted to the $S^z$ component. The $S^z$ components of the magnetization fix the contribution to the $z$-component alone. In the case c) the contribution is restricted to the $S^z$ component only for the short chain on the lower leg (see picture). The chain on the upper leg leads to independent contributions for all components of the spin $S$ yielding the factor of three, because its contribution can be evaluated independently from the lower chain.

These contributions add up to $N_{\text{vii}} = 6 \cdot x$

viii. $(J_{||})^{n-2} J_{\text{cyc}}, \quad x = n! 2^{2n} \left( \frac{1}{4} \right)^n \left( \frac{1}{6} \right)^2$

\begin{itemize}
  \item [a)] 2 chains: $N_{\text{a}} = 3 \cdot 2x$
  \item [b)] 2 chains: $N_{\text{b}} = 3 \cdot 2x$
  \item [c)] 2 chains: $N_{\text{c}} = 3 \cdot 2x$
  \item [d)] 1 chain: $N_{\text{d}} = -2 \cdot 2x$
\end{itemize}

(interchange of $J_{\text{cyc}}$ contributions)
A factor of three in the cases a), b) and c) accounts for the independent evaluation of the contributions for the different chains as mentioned for the term c) in vii. Summing up yields $N_{viii} = 14 \cdot x$.

\[ \text{Contributions } \propto J_{m_{cyc}}^m \text{ with } 2 < m < n \text{ which are not listed explicitly.} \]

The contributions vii, viii, ... can be put in a closed form for the orders $J_{m_{cyc}}^m J_{n_{cyc}}^{m_2} \ldots$, $J_{m_{cyc}}^{m_1} J_{n_{cyc}}^m$, ..., $J_{n_{cyc}} J_{m_{cyc}}^{m_1}$. Therefore, the corrections for an arbitrary value of $1 < m < n$ are considered, where the particular factor $x = J_{m_{cyc}}^m J_{n_{cyc}}^{m+n-2} 2^{n-m}$ is omitted for a better reading.

Firstly, only contributions are considered which do not contain a term of type $j$. Here, products with even and odd orders in $k$ have to be distinguished. Even orders in $k$ yield a factor of 3 because the system consists of two chains, whereas an odd order in $k$ yields a prefactor of $-1$ because the system can be considered as one chain. The contributions even and odd in the number of terms of type $\square$ are identified as was done for the denominator, see Eqs. 1.59b, 1.59c. Calculating the even order contributions in $k$ yields

\[
N_{j=0, \text{even}}^{vii, \ldots} = \frac{1}{2} \left( \sum_{i+k=n} 1^i (-1)^k {m \choose k} + \sum_{i+k=m} 1^i 1^k {m \choose k} \right) = \frac{3}{2} (1 - 1)^m + 2^m = 3 \cdot 2^{m-1} .
\]

An analogous calculation for the odd orders in $k$ produces a correction

\[
N_{j=0, \text{odd}}^{vii, \ldots} = \frac{1}{2} \left( \sum_{i+k=m} 1^i (-1)^k {m \choose k} - \sum_{i+k=m} 1^i 1^k {m \choose k} \right) = \frac{1}{2} (1 - 1)^m - 2^m = -2^{m-1} .
\]

Therefore, the contributions for $j = 0$ sum up to

\[
N_{j=0}^{vii, \ldots} = 3 \cdot 2^{m-1} - 2^{m-1} = 2^m .
\]

Lastly, the contributions with at least one term of kind $\square$, i.e. $j > 0$ have to be considered. For $j > 0$ the system under consideration consists of $j$ chains independent of $k$ requiring a prefactor of $(-1)^k 3^{j-1}$. Summing up these contributions (where $j = 0$ is allowed in the evaluation and subtracted in the end) leads to

\[
N_{j \geq 0}^{vii, \ldots} = \frac{1}{3} \sum_{j+i+k=m} 3^i (-1)^k {m \choose j \: k} = 3^{n-1} .
\]
where the abbreviation 
\[(m = j + i + k)\]

\[
\binom{m}{j \, k} = \binom{m}{j} \binom{m-j}{k} = \frac{m!}{j!k!(m-j-k)!}
\]

was used. In a final step the \(j = 0\) contribution of Eq. 1.63d with

\[
\frac{1}{3} \sum_{i+k=m} 3^{m-k}(m\binom{m}{k} = (1-1)^m = 0
\]

has to be subtracted from the latter results yielding the value to be corrected for \(j > 0\) to be

\[
\mathcal{N}_{j>0} = 3^{m-1}\cdot
\]

Altogether, in order \(J_{JM}^{m}J_{cyc}^{n}\) the underlined wrap-around values from Eqs. 1.63c and 1.63g add up to

\[
\mathcal{N}_{j>0} = 2 \cdot 3^{m-1} + 2^{m+1},
\]

where the additional factor of 2 originates from the interchange of the \(S^z\) components of the magnetization.

In summary, the wrap-around effects for the numerator (without the \((J_{cyc})^n\)-terms) from Eqs. 1.63 sum up to

\[
\mathcal{N}_{numerator}^{ladder} = \frac{8}{3} \cdot 2^n \left(\frac{1}{4}\right)^{n+1} (-\beta)^n J_{JM}^n
\]

There are also wrap-around effects in the numerator of order \(J_{cyc}^{m} \beta^n\). The explicit calculation of these contributions is a tedious task. Many configurations and alignments of the \(S^z\)-components of the magnetization have to be considered and their wrap-around value to be calculated. The direct calculation of a Hamiltonian with only 4-spin interaction for a slightly bigger system size \((2n+2)\) can easily be done without finite-size errors in \(n\)-th order. The degree of complexity and computation time is comparable to the calculations for the isotropic Heisenberg chain with only nearest neighbor interaction. Therefore, the orders \(J_{cyc}^n\) were not corrected by hand.
To get an impression of the results the first orders for the susceptibility $\chi(T)$ and the specific heat $C(T)$ are listed below.

\begin{align*}
4T\chi &= 1 + \left( -\frac{1}{4} - \frac{1}{2}x \right) \beta \\
&\quad + \left( \left( \frac{1}{4} + \frac{3}{16}x_{\text{cyc}} \right)x - \frac{7}{32}x_{\text{cyc}}^2 - \frac{1}{16} + \frac{3}{16}x_{\text{cyc}} \right) \beta^2 + O(\beta^3) \\
16C &= \left( \frac{3}{2} + 3x^2 + \frac{24}{5}x_{\text{cyc}}^2 \right) \beta^2 \\
&\quad + \left( \frac{3}{4} + \frac{3}{5}x^3 - \frac{27}{5}x_{\text{cyc}} - \frac{27}{8}x_{\text{cyc}}x^2 + \frac{25}{8}x_{\text{cyc}}^2 + \frac{45}{8}x_{\text{cyc}}^2x - \frac{3}{8}x_{\text{cyc}}^3 \right) \beta^3 \\
&\quad + O(\beta^4)
\end{align*}

The complete set of coefficients up to order ten in the inverse temperature $\beta$ is listed in Appendix A.3

### 1.5.4. Extrapolations

The basic ideas for the extrapolation schemes used are explained in Sec. 1.3. Here, the details of the extrapolations specific to the model are described in various paragraphs: one for the susceptibility, another for the specific heat and a last one for the gapless point of the model. Whenever possible, the extrapolations are compared to results of other methods, mainly ECD. Otherwise, the extrapolations are compared to lower and higher orders of extrapolations to show the convergence of the representations, used as a measure of the accuracy of the extrapolation.

**Specific Heat**  The specific heat is extrapolated using the method presented in Sec. 1.3.2. Basically, the entropy $S(T)$, obtained from the HTSE data of the specific heat, is expressed in the new variable $e - e_0$, where $e_0$ is the ground state energy and $e = e(T)$ is the average internal energy per site. The temperature and the specific heat are then derived from the entropy as functions of $e$. The ground state energy $e_0(x, x_{\text{cyc}})$ is obtained from Ref. [92]. It is calculated up to order 11 in $x$ and $x_{\text{cyc}}$ in a high order series expansion about the limit of isolated rungs. One sets $r = x_{\text{cyc}}/x = \text{const}$ and uses standard Dlog-Padé extrapolations on $de_0(x, rx)/dx$ which yield highly accurate results [92].

To incorporate the low temperature information from Eq. 1.9 the sum rule

\begin{equation}
e - e_0 = \int_0^T C(T')dT' \approx AT^{\frac{1}{2}} e^{-\frac{\Gamma}{T}} \tag{1.67}
\end{equation}

is considered in the limit $T \ll \Delta$. Only the leading order contribution in $T$ is taken into account, higher orders in $T$ are neglected; $A$ is a constant factor. Inverting the above equation provides an expression $T(e - e_0)$ with

\begin{equation}
\ln \left( \frac{e - e_0}{A} \right) = \frac{1}{2} \ln T - \frac{\Delta}{T} \tag{1.68}
\end{equation}
1.5.4 Extrapolations

Only an approximate solution is possible, because Eq. 1.68 cannot be inverted analytically. In a first iteration step the addend \( 1/2 \ln T \) in Eq. 1.68 is neglected leading to

\[
T_1 = \frac{-\Delta}{\ln \left( \frac{\ln(T)}{\ln(T)} \right)}
\]  
(1.69a)

with \( y = e - e_0 \). Inserting \( T_1 \) in a further iteration step yields

\[
T_2 = \frac{-\Delta}{\ln \left( \frac{\ln(T)}{\ln(T)} \right) - \frac{1}{2} \ln T_1} = \frac{-\Delta}{\ln \left( \frac{\ln(T)}{\ln(T)} \right) - \frac{1}{2} \ln \left( \frac{-\Delta}{\ln(T)} \right)}
\]  
(1.69b)

Obviously, further iteration steps lead to logarithmic functions of logarithmic arguments. Their contributions become less important with increasing number of steps of iteration. Neglecting those emerging multiple-logarithmic functions in Eqs. 1.69 yields the approximate solution for \( T \) with

\[
T(y) \approx -\frac{\Delta}{\ln|y|} \quad \text{for} \quad y \ll 1.
\]  
(1.70)

Combining Eqs. 1.67, 1.9 and the following sum rule

\[
S = \int_T^\infty \frac{C(T')}{T'} dT' \approx \text{AT}^{-\frac{1}{2}} e^{-\frac{y}{2}} \quad \text{for} \quad T \ll \Delta
\]  
(1.71)

provides the low temperature behavior of the entropy

\[
S(y) \approx -\frac{y}{\Delta} \ln|y| \quad \text{for} \quad y \ll 1.
\]  
(1.72)

The logarithmic singularity at \( e = e_0 \) \((y = 0)\) can be described best by extrapolating the function

\[
G(y) = y \frac{\partial}{\partial y} \frac{S(y)}{y}
\]  
(1.73)

The value of the gap \( \Delta \) is incorporated by requiring

\[
G(y = 0) = -1/\Delta.
\]  
(1.74)

The value of the gap is taken from the explicit \( T = 0 \) calculation in Ref. [92] and used to stabilize the extrapolation procedure. This constitutes an extension of the procedure applied in Ref. [28]. There, Eq. 1.74 is exploited to estimate the gap \( \Delta \). Here, the value of the gap is built in explicitly. The entropy is finally given by

\[
S(e) = (e - e_0) \left( \int_0^e \frac{\tilde{G}(e')}{e' - e_0} de' - \frac{\ln 2}{e_0} \right)
\]  
(1.75)

where \( \tilde{G} \) is the Padé extrapolation of \( G \). Whenever possible diagonal Padé representations, i.e. the same order in numerator and denominator are used since it is found that they converge generically best. This fact was investigated in detail in the previous chapter for the
Figure 1.20.: Specific heat for $x = J_||/J_\perp = 1$ and $x_{\text{cyc}} = J_{\text{cyc}}/J_\perp = 0.1$, upper plot: $C(T)$ for various orders of Padé extrapolations and ECD results [64] from $N = 12$ to $N = 20$. Lower plot: differences between various HTSE representations. The difference [5,5] - [4,6] cannot be discerned in the figure.

frustrated, dimerized spin chain, see for instance Fig. 1.4. For the considered model such a detailed investigation was performed also but no explicit figure will be shown. Basically, the result that diagonal Padé representations converge best is obtained by considering the differences between successive orders of extrapolations without spurious poles. The smaller the differences are for increasing orders the better the convergence is. The convergence of the extrapolations is also checked by comparing to the ECD data. Exceptions to the use of the diagonal Padé extrapolations will be stated explicitly; they are necessary where spurious poles occur in the diagonal representations.

Comparison to ECD results [64] shows that diagonal representations yield the best results, see Fig. 1.20. The convergence shown in the lower plot is very convincing. The HTSE extrapolations are compared to ECD data for system sizes up to $N = 20$. It is systematic to the ECD calculations that for increasing system sizes the results alternatingly yield an upper ($N = 12, 16, 20$) or a lower ($N = 14, 18$) bound on the specific heat for not too low temperatures. Therefore, the result for $N = \infty$ should be in between the results with $N = 18$ and $N = 20$ [93], which is fulfilled by the HTSE extrapolations.
It is assumed that the pronounced shoulders below $T = 0.2J_\perp$ seen in the ECD data for $N = 14$ and $N = 18$ in Fig. 1.20 are due to finite size effects. This view is corroborated by the fact that the shoulders occur in ladders made from chains of odd number of sites whereas they are absent in the ladders made from chains with even number of sites. Additionally, the shoulder diminishes quickly on passing from $N = 14$ to $N = 18$. Furthermore, the extrapolated HTSE does not display a comparable feature. Only a weak tendency towards a small bump at about $T = 0.1J_\perp$ is found. The size of this bump is sensitive to the precise values for the ground state energy and for the gap used in the extrapolation.

It has to be noted that the precise knowledge of the ground state energy $e_0$ is of particular importance for the extrapolation of the HTSE data for the specific heat. Even a small uncertainty of half a percent in $e_0$ leads to significant differences in the specific heat at and below its maximum. The high temperature part is unaffected thereby.

Susceptibility

With the temperature as function of $e$ at hand it is possible to represent also the susceptibility as function of $e$. The low temperature behavior from Eq. 1.8 can also be incorporated in the extrapolations.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.21.png}
\caption{Overview of various orders of Dlog-Padé representations in $e$ for $x = 1$ and $x_c = 0.1$. The low temperature behavior from Eq. 1.77 is built in.}
\end{figure}

Considering the sum rule from Eq. 1.67 and the low temperature behavior of $4T\chi(T)$ \[24\] with
\[
4T\chi(T) \approx T^{\frac{1}{2}}e^{-\frac{T}{\Delta}} \quad \text{for} \quad T \ll \Delta
\] (1.76)
leads to an approximate description of the susceptibility for energies close to the ground
state energy $e_0$

\[ y = e - e_0 \approx T^{\frac{1}{2}} e^{-\frac{T}{T_1}} \approx 4T\chi(T) \quad \text{for } y \ll 1. \]  \hfill (1.77)

To incorporate the linear behavior of $\chi(e)$ for energies close to the ground state energy a Dlog-Padé representation is used where the residual of 1 is explicitly built in, for details see Sec. 1.3.1. Unfortunately, the convergence of the extrapolations investigated is not as satisfying as for the specific heat. Fig. 1.21 shows a representative overview of various orders of Dlog-Padé representations in $e$. Most diagonal Padé extrapolations are not possible due to spurious poles. Even for the same overall order of extrapolation the possible Padé extrapolations differ much from each other. The position and height of the maximum is not described quantitatively. The low temperature regime seems to be underestimated and the extrapolations are very sensitive to the order of numerator and denominator in the Padé representations. A possible explanation could be that the sum rules built in implicitly in the extrapolations of the susceptibility influence also higher energies, i.e. higher temperatures where simple Padé extrapolations in the inverse temperature $\beta$ already yield stable results. Hence we refrain from using a $\chi(e)$ representation.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure122.png}
\caption{Various Padé extrapolations of Dlog-Padé representations in $u$ for $x = 1$ and $\chi_{cyc} = 0.1$ extended by the low temperature information given in Eq. 1.76}
\end{figure}

The extrapolation of the susceptibility $\chi(T)$ follows the procedure described in Sec. 1.3.1. Basically, the low temperature behavior of Eq. 1.8 (see also Eq. 1.76) is used to improve the representation. To incorporate the low temperature information it is advantageous to map the temperature regime $T \in [0, \infty]$ to the interval $[0, 1]$ via the substitution $u = \beta/(1 + \beta)$. All extrapolations are finite for $u \rightarrow 1$ and the stabilized representations are no longer restricted to diagonal Dlog-Padé extrapolations. All representations for $\chi(T)$ are extrapolated with the same order of Dlog-Padé extrapolations to retain a consistent description of the HTSE results. Here, the $[n, 2]$ representations are used. Spurious poles
are unlikely to occur in these representations due to the low order in the denominator of the approximants. This allows for generating representations for almost arbitrary sets of parameters and extract specific information as it is done e.g. in Fig. 1.27 for the value of $T_{\text{max}} \chi_{\text{max}}$.

In Fig. 1.22 various orders in the denominator of the Padé extrapolation for the susceptibility with $x = 1$ and $x_{\text{cyc}} = 0.1$ are shown in three panels. The left panel shows the truncated series of the Dlog-Padé extrapolation for orders 8 to 11 in $\beta$. The middle panel displays extrapolations with order two and the right panel with order four in the denominator of the approximant. Odd orders and orders higher than four in the denominator are very likely to produce spurious poles. Therefore they are not considered in detail here. The $[7,4]$ extrapolation has a spurious pole and is consequently not plotted. The convergence of the $[n,2]$ approximants is very convincing in comparison to the other approximants and thus supporting their use for the representation of the susceptibility $\chi$. In the following the quality of the $[n,2]$ approximants are checked by comparing to ECD data.

Figure 1.23.: Convergence of the $[n,2]$ approximants for the susceptibility $\chi$ with $x = 1$ and $x_{\text{cyc}} = 0.1$

In Fig. 1.23 the $[n,2]$ approximants are compared to the highest order available ($n+2 = 11$). The orders 8 to 10 differ only by $10^{-3} T / J_{\perp}$ from the 11th order for $\chi$. This observation does not change significantly for other sets of parameters considered in this thesis. The
representation is also checked with ECD data [64]. Here, as described for the specific heat in the previous paragraph the susceptibility for an infinite system lies in-between the results for \( N = 18 \) and \( N = 20 \). The extrapolations of the HTSE data fulfills this observation down to very low temperatures. It has to be mentioned that for temperatures below \( T \approx 0.2J_\perp \) where the ECD results intersect the ECD data is no more valid for quantitative predictions [64]. In general, the representation chosen for the HTSE data is also checked in the limit of the (isotropic) ladder and the Heisenberg chain, where precise [43, 94, 95] or exact [3] results are available. The comparison to the isotropic ladder is not shown explicitly and the comparison to the Heisenberg chain was already performed in the previous Chapter 1.4.

**Gapless Point** This paragraph is dedicated to the investigation of the parameter choice where the system is gapless, see below. In doing so, it is pointed out, that the described extrapolation schemes do not require a gapped behavior in the considered quantities. Here, an analogous extrapolation scheme is used to represent trustworthy results from the HTSE data in the ungapped phase.

Fig. 1.24 shows data for the susceptibility and the specific heat for the gapless point \( x = 0.2 \) and \( x_{\text{cyc}} = 0.2 \) [92]. The triplet dispersion and the gap can be computed exactly for the parameter regime \( x = x_{\text{cyc}} \) leading to the exactly known gapless point \( x = x_{\text{cyc}} = 0.2 \). The inset sketches the phase line where the gap vanishes. The results are obtained by a high order series expansion about the limit of isolated rungs. The solid line about the exact point shows the highly convergent results. The dotted lines give a sketch of the phase line for parameters far away from the exact point. The phase diagram is investigated in detail in Ref. [92]. To the left of the phase line the system is in a gapped rung singlet phase. To the right of the phase line the system is in a staggered dimer phase [96–98].

To derive the low temperature behavior of \( C \) and \( \chi \) at the gapless point the exactly known triplet dispersion

\[
\omega(q) = \frac{2}{5} (1 - \cos q) \approx q^2 \quad \text{for} \quad q \approx \pi
\]

(1.78)

at the antiferromagnetic wave vector [92] is used. A similar analysis as in Ref. [24] yields the approximate low temperature behavior for the internal energy

\[
e(\beta) - e_0 \approx \int_{-\pi}^{\pi} \omega(q)n(q)dq \approx \int_{-\infty}^{\infty} \omega(q)e^{-\beta\omega(q)}dq \propto \beta^{-3/2} \quad \text{for} \quad T \ll 1,
\]

(1.79)

where the elementary excitations are triplons. Therefore a (hard-core) boson-like description is valid and the occupation number \( n(q) \) for bosons in the limit of low temperatures is used with

\[
n(q) = \frac{1}{e^{\beta\omega(q)} - 1} \approx e^{-\beta\omega(q)} \quad \text{for} \quad T \ll 1.
\]

(1.80)
Figure 1.24.: Susceptibility (a.) and specific heat (b.) for $x = 0.2$ and $x_{\text{cyc}} = 0.2$ for various orders of Dlog-Padé representations and ECD results for $N = 12, 14, 16, 18$. The HTSE representations in b. cannot be resolved in the plot because they almost coincide. Inset: Phase line with $\Delta = 0$, for details see Ref. [92].
where the hard-core constraint need not to be built in explicitly since it is not relevant at low temperatures. Combining the relation from Eq. 1.79 and the low temperature behavior of the susceptibility and the specific heat following Ref. [24]

\[
\chi(T) \approx \frac{1}{\sqrt{T}} \quad \text{for } T \ll 1
\]

\[
C(T) \approx \sqrt{T} \quad \text{for } T \ll 1
\]

leads to an entropy

\[
S(e) \approx (e - e_0)^{2/3} \quad \text{for } e - e_0 \text{ small},\]

where the sum rule

\[
S(T) = \int_0^T \frac{C(T')}{T'} dT' \approx \sqrt{T} \quad \text{for } T \ll 1
\]

was used.

The entropy is extrapolated using Dlog-Padé extrapolations biased to contain the extra information from Eq. 1.82, following the description in Sec. 1.3.1. As seen in Fig. 1.24 the obtained representations of the HTSE data are in excellent agreement with the results of the ECD calculations. The extrapolations of the HTSE data of the specific heat lie in between the results of the ECD calculations for \( N = 16 \) and \( N = 18 \). The ECD results for the susceptibility and the extrapolations of the HTSE data are also in convincing agreement.

Summarizing the extrapolation section, the chosen representations of the HTSE results yield stable and trustworthy results for the calculated thermodynamical properties. Especially the experimentally interesting position and height of the maximum of both the susceptibility and the specific heat are sufficiently well described for quantitative predictions. For parameters where the system is sufficiently gapped the HTSE extrapolations of the susceptibility and the specific heat yield representations which are valid in almost the whole temperature regime. As soon as the gap becomes smaller the position of the maximum of the susceptibility moves to lower temperatures. This also affects the extrapolations in these parameter regimes. There, quantitative predictions can be made down to \( T \approx 0.3 J_\perp \) deduced from Fig. 1.24 for the susceptibility. The same arguments hold for the specific heat. Due to the incorporation of the known sum rules and the incorporation of the low temperature behavior quantitative predictions are possible at slightly lower temperatures than it is possible for the susceptibility. Considering the lower plot in Fig. 1.24 quantitative predictions are possible for temperatures \( T \gtrsim 0.15 J_\perp \). Therefore the gapless point serves as a reference for the estimation of the range of validity for parameter sets, where the gap of the system is significantly smaller than for the isotropic ladder, where \( \Delta \approx 0.5 J_\perp \) [58], see also Fig. 1.26.

### 1.5.5. Results

The aim is to provide results which show the quantitative behavior of the considered thermodynamic properties and in particular the effects of a cyclic spin exchange. With the help
of computer algebra programs the HTSE results can be used easily to determine the model parameters of a substance. Only data of standard quantities like the magnetic susceptibility are necessary. The occurring ambiguity in determining the model parameters (see also Chapter 1.4 and below) by only one quantity like $\chi(T)$ can be resolved by the knowledge of other quantities, e.g. the spin gap $\Delta$ or the magnetic specific heat $C(T)$ as far as they are accessible experimentally.

Figure 1.25: $\chi(T)$ for various values of $x$ for $x_{\text{cyc}} = 0, 0.02, 0.04, 0.06, 0.08$ and $0.1$ in ascending order from bottom to top in each panel.

Susceptibility Fig. 1.25 shows an overview of the magnetic susceptibility for various values of the cyclic exchange $x_{\text{cyc}}$ and the leg coupling $x$. The choice of the parameter regime shown is taken from published values for substances presently investigated [78, 80, 81]. The substance La$_6$Ca$_8$Cu$_{24}$O$_{41}$ was analyzed in a Raman response experiment [99] and in a measurement of the optical conductivity [81]. So far, it is assumed that only the
inclusion of a cyclic exchange with $x \approx 1.2$ and $x_{\text{cyc}} \approx 0.1$ can explain the experimental data. Examining the neutron scattering data by fitting theoretical results yields a slightly lower value of $x \approx 1$ [78]. Other substances like the two dimensional system La$_2$CuO$_4$ are also under investigation. Analyzing the spin wave excitation spectrum in La$_2$CuO$_4$ leads to a consistent description when a cyclic exchange of $x_{\text{cyc}} \approx 0.12$ is assumed [84].

A general behavior for increasing $J_{\text{cyc}}$ at fixed $J_{\|}$ is the shift of the position of $\chi_{\text{max}}$ to lower temperatures in combination with an increase of $\chi_{\text{max}}$. This effect is induced by the decrease of the whole dispersion, i.e. all energies are lowered [58, 69] as depicted in Fig. 1.26. The global $1/T$ factor enhances the value of $\chi_{\text{max}}$ when its position is moved to lower temperatures. For increasing $x$ this effect is weakened. The increasing leg coupling provides an additional antiferromagnetic coupling stabilizing the system against magnetic perturbations. Thus, an increasing $x$ stabilizes the system and counteracts an increasing $x_{\text{cyc}}$ which destabilizes it.

In Figs. 1.27 and 1.28 the information content of a measurement of $\chi(T)$ is addressed (cf. Chapter 1.4). Fig. 1.27 shows the energy-scale independent quantity $\chi_{\text{max}}T_{\text{max}}$ which is a characteristic in experimental measurements. Note that for increasing $x$ the differences between the curves for various values of $x_{\text{cyc}}$ become smaller, because $J_{\|}$ and $J_{\perp}$ set the changing energy scale, whereas $J_{\text{cyc}}$ stays constant. In the limit of large $x$ the system approaches two independent chains with a decreasing relative interchain coupling induced by $J_{\perp}$ and $J_{\text{cyc}}$. The arrow indicates the exactly known value of $\chi_{\text{max}}T_{\text{max}}$ for the isotropic Heisenberg chain [3].

Once the value of $\chi_{\text{max}}T_{\text{max}}$ is measured the parameter set $(x, x_{\text{cyc}})$ can be read off from the figure. But there is still an ambiguity which cannot be resolved by a measurement of $\chi(T)$ alone as illustrated in Fig. 1.28. There the rescaled susceptibilities are shown for the indicated values of $\chi_{\text{max}}T_{\text{max}}$ in Fig. 1.27 (solid horizontal lines). The main feature in the susceptibility curves is the maximum. For different sets of parameters for a specific value of $\chi_{\text{max}}T_{\text{max}}$ the qualitative and quantitative behavior cannot be distinguished unless precise measurements in the low temperature regime are possible.
To summarize the latter results it is stated that with the present results of ECD and HTSE it is difficult to ascertain all model parameters from the temperature dependence of the susceptibility alone, see also discussion in the previous Chapter 1.4. It has to be pointed out that it might well be possible to determine all three coupling parameters $J$, $x$, and $x_{cyc}$ if sufficient low temperature data is available. The magnetic specific heat can also give further insight when determining the model parameters, see the following paragraph. Considering low temperature quantities like the gap $\Delta$ can also help fix the parameters for a given substance. But, in the low temperature regime disturbing effects like impurities or longer range interactions may also hamper the determination of the model parameters.

**Specific Heat**  
Further information on the magnetic properties of a certain substance can be obtained by measuring also the magnetic specific heat $C(T)$. It is, however, difficult to extract the magnetic contribution from the measured specific heat if the energy scale of the lattice vibrations is of the same order as the magnetic couplings. In this case the
specific heat is dominated by the phononic contributions and the magnetic part cannot be extracted thereof reliably. If the energy scale of the lattice vibrations is much larger than the magnetic couplings the specific heat of the magnetic subsystem can be distinguished from the contributions of the lattice vibrations following the usual $T^3$ law for $T \ll 1$ in contrast to the magnetic contribution vanishing linear in $T$.

Once the magnetic specific heat is known the ambiguity in determining the parameters can be resolved. Fig. 1.29 shows an overview of the magnetic specific heat for $x = 0.5, 1, 1.2$ and $x_{cyc} = 0, \ldots, 0.1$. For increasing leg coupling $x$ and fixed $x_{cyc}$ the position of $C_{max}$ shifts to higher temperatures and the height lowers slightly for $x_{cyc} = 0, 0.02$, stays almost constant for $x_{cyc} = 0.04, 0.06$, and increases slightly for $x_{cyc} = 0.08, 0.1$. For increasing cyclic exchange $x_{cyc}$ and fixed leg coupling $C_{max}$ moves to lower temperatures and decreases. This behavior is induced by the decreasing overall dispersion, see also the above discussion for $\chi(T)$ and Fig. 1.26.

1.5.6. Estimation of the Ground State Energy

This section is dedicated to a slightly different topic compared to the previous investigations. So far, thermodynamical properties have been derived from a series expansion about the limit of infinite temperature $\beta = 0$. For a high temperature series expansion these are the natural quantities to extract. Here, the investigation of a $T = 0$ quantity is addressed, namely the ground state energy $e_0$. The results obtained by the method described in the following are rather qualitative than quantitative in nature. For sufficiently gapped systems though the results are very promising compared to results obtained by other methods developed for $T = 0$ properties.
At first sight it is not obvious how to extract a ground state property out of a HTSE. When extrapolating the specific heat it became evident that the extrapolations are very sensitive to the precise knowledge of the ground state energy $e_0$. Even a small uncertainty of 0.5% could lead to representations where for instance the height and position of the maximum of the specific heat deviate by one order of magnitude more, i.e. 5%. This behavior leads to the conclusion that it should be possible to extract information about the ground state energy out of the high temperature series expansion. Following an idea proposed in Ref. [27] one considers a quantity which displays a singularity on the real axis at $e_0$.

Considering the internal energy $e - e_0$, a monotonic function of $\beta$, it is possible to invert
this relation in order to obtain a function $\beta(e - e_0)$ as was done in Eq. 1.70 with

$$\beta(e - e_0) \propto -\ln(e - e_0),$$

where the low temperature information of the specific heat is incorporated. The inversion of the function $e(\beta)$ onto a function $\beta(e)$ is done by comparing the coefficients in each

Table 1.1.: Estimation of the ground state energy $e_0^{HTSE}$ derived from HTSE compared to results $e_0^D$ of a high order series about the limit of isolated rungs. The number in brackets denotes the error of the last significant digit(s).

<table>
<thead>
<tr>
<th>$x$</th>
<th>$x_{cyc}$</th>
<th>$e_0^D$</th>
<th>$e_0^{HTSE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0%</td>
<td>-0.4297(1)</td>
<td>-0.428(18)</td>
</tr>
<tr>
<td></td>
<td>2%</td>
<td>-0.4060(1)</td>
<td>-0.409(8)</td>
</tr>
<tr>
<td></td>
<td>4%</td>
<td>-0.3825(1)</td>
<td>-0.389(6)</td>
</tr>
<tr>
<td></td>
<td>6%</td>
<td>-0.3591(1)</td>
<td>-0.369(8)</td>
</tr>
<tr>
<td></td>
<td>8%</td>
<td>-0.3359(1)</td>
<td>-0.350(10)</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>-0.3130(2)</td>
<td>-0.332(14)</td>
</tr>
<tr>
<td>1</td>
<td>0%</td>
<td>-0.5777(1)</td>
<td>-0.587(80)</td>
</tr>
<tr>
<td></td>
<td>2%</td>
<td>-0.5569(1)</td>
<td>-0.580(80)</td>
</tr>
<tr>
<td></td>
<td>4%</td>
<td>-0.5366(1)</td>
<td>-0.568(60)</td>
</tr>
<tr>
<td></td>
<td>6%</td>
<td>-0.5169(3)</td>
<td>-0.556(40)</td>
</tr>
<tr>
<td></td>
<td>8%</td>
<td>-0.4975(4)</td>
<td>-0.540(50)</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>-0.4785(4)</td>
<td>-0.530(50)</td>
</tr>
<tr>
<td>1.2</td>
<td>0%</td>
<td>-0.6490(1)</td>
<td>-0.671(120)</td>
</tr>
<tr>
<td></td>
<td>2%</td>
<td>-0.6291(1)</td>
<td>-0.659(110)</td>
</tr>
<tr>
<td></td>
<td>4%</td>
<td>-0.6097(1)</td>
<td>-0.648(110)</td>
</tr>
<tr>
<td></td>
<td>6%</td>
<td>-0.5908(1)</td>
<td>-0.637(110)</td>
</tr>
<tr>
<td></td>
<td>8%</td>
<td>-0.573(1)</td>
<td>-0.626(100)</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>-0.555(1)</td>
<td>-0.615(120)</td>
</tr>
</tbody>
</table>
order of expansion. With the function

\[ G(e - e_0) = e^{\beta(e - e_0)} \approx \frac{1}{e - e_0} \]  

the ground state energy \( e_0 \) should show up in \( G(e - e_0) \) as the position of a pole on the real axis. Thus, the ground state energy can be estimated by investigating the poles of the Padé approximants of \( G(e - e_0) \). The estimated ground state energies are listed in Table 1.1.

The estimated ground state energy \( e_{\text{HTSE}}^0 \) from the analysis of the HTSE data is compared to the values \( e_D^0 \) obtained by a high order series expansion about the limit of isolated rungs [58]. There, explicit \( T = 0 \) calculations were performed leading to precise values for the ground state energy. The obtained series expansion is extrapolated using Diog-Padé approximants. Investigating different orders of extrapolations the error bars as given in Tab. 1.1 were determined. Considering low values of \( x_{\text{cyc}} \) a good agreement between \( e_{\text{HTSE}}^0 \) and \( e_D^0 \) is achieved when the error bars of both methods are taken into account. The relative deviation \( (e_{\text{HTSE}}^0 - e_D^0)/e_D^0 \) is of order 1\%. For increasing \( x \) and \( x_{\text{cyc}} \) the estimated values deviate up to 10\% from the very precise values \( e_D^0 \). In Ref. [27] the ground state energy of the Heisenberg model was estimated using a high temperature series expansion results for the internal energy up to order 22 in \( \beta \). The authors estimated the relative error to be of order 1\%. Here, the relative error bars should already be slightly higher due to the lower orders reached in the expansion of the specific heat. Thus, a realistic estimation of the error bars of the obtained values \( e_{\text{HTSE}}^0 \) should also account for the uncertainty of the estimation itself. The error bars deduced from the investigation of the different orders of extrapolation were doubled to account for this fact. This should yield a rough upper bound of the real error bars of the estimations. The [5, 4], [4, 5], [4, 4], [3, 3], [7, 2], [6, 2] and [5, 2] Padé extrapolations were used to obtain the values given in Tab. 1.1 with the approximated errors. Here, not only the diagonal approximants are considered but also the ones with a low order in the denominator. In low orders the pole appearing should be the pole originating from the ground state energy. Approximants with more than one real pole on the energy axis are neglected, because in general further poles strongly influence the shape of the function. They have no physical origin. The error bars deduced from the investigation of the different orders of extrapolation were estimated by computing the average value of the above listed extrapolations and considering the maximum deviations from it. A more sophisticated error estimation is not considered to be necessary here.

Further investigations can be made by inserting the estimated ground state energy into the representation of the specific heat \( C(T) \). The sensitivity of the extrapolations to the precise knowledge of the ground state energy can yield a better approximation of \( e_0 \). We refrain here from pursuing this route further since the direct computation of the \( T = 0 \) properties remains more reliable. Hence, the idea proposed above should rather serve as an illustration of what can be extracted out of the information already contained in the HTSE data for a \( T = 0 \) quantity than an actual algorithm. For models, however, in which the ground state energy cannot be determined the approach via the HTSE can indeed be useful.
1.5.7. SrCu$_2$O$_3$

This section is dedicated to the comparison of the theoretical findings with experimental results of the two-leg ladder compound SrCu$_2$O$_3$. The substance SrCu$_2$O$_3$ is part of a homologous series of oxides, Sr$_n$Cu$_{n+1}$O$_{2n}$. These oxides consist of Cu$_{n+1}$O$_{2n}$ planes separated by Sr atoms along the crystallographic c-axis. The Cu$_{n+1}$O$_{2n}$ planes are cut into $(n + 1)/2$-leg ladders [100]. The systems with $n = 3, 7, 11, \ldots$ can be characterized as frustrated quantum antiferromagnets with spin-liquid groundstates whereas the systems with $n = 5, 9, 13, \ldots$ should have a gapless ground state [101] since the systems consist of ladders with an odd number of legs. For $n = 3$ (Sr$_2$Cu$_4$O$_6$ or SrCu$_2$O$_3$) a system of two-leg ladders is obtained as depicted in Fig. 1.30. Fig. 1.30 shows a schematic view on the plane containing the ladders. In a first approach the interladder coupling is negligible since the superexchange via a Cu-O-Cu path with a 90° bond angle has a smaller orbital overlap than with a bond angle of 180° along the ladders [102]. Furthermore, the interaction between the ladders is highly frustrated.

The electronic properties of SrCu$_2$O$_3$ were studied experimentally by means of SQUID magnetometry [37], NMR [103], $\mu$SR [104], ESR [105], INS [106], and recently by Raman scattering [85]. The aim of the present section is to fit the theoretical findings to the experimental data of the magnetic susceptibility [37]. As preparation the most relevant information about the system is summarized. Using Cu-NMR [37, 103] the authors claimed a spin gap of $\Delta = 680$K. This value was questioned in Ref. [107]. The authors of Ref. [107] proposed the value extracted from a susceptibility fit to be more accurate with $\Delta = 420$K [37]. Later on, this value was supported by INS results with $\Delta \approx 400$K [106]. Performing an ESR experiment the Landé g-factor was determined as $g = 2.14$ [105].

![Figure 1.30: Schematic view on the a-b plane of SrCu$_2$O$_3$: The Sr atoms are located in-between the planes containing the Cu$_{3}$O$_{3}$ atoms. The coupling between two Cu d-orbitals is caused by superexchange interaction via an O p-orbital (reprinted from Ref. [85]).](image-url)
Various theoretical methods have been applied to determine the relevant parameter sets for SrCu$_2$O$_3$. From the theoretical point of view it was remarked that a system of isolated ladders is not sufficient to describe the experimental results. An interladder coupling $J'$ should also be included to describe the real conditions in SrCu$_2$O$_3$. The resulting two-dimensional model is known as trellis-lattice [108]. Using a mean-field type ansatz it could be shown that the interladder interaction is ferromagnetic with $J'/J \approx 10\% \ldots 20\%$ [108].

In this analysis, the authors assumed isotropic ladders with $J = J_\perp = J_\parallel$. In Refs. [109, 110] QMC results for the trellis-lattice were fitted to the susceptibility data. The authors used a much higher fraction $J_\parallel/J_\perp = 2$ to fit their results and showed that the interladder coupling hardly influences the results compared to the isolated ladder. The findings from the analysis of the chemical structure (see above) support a fraction $J_\parallel/J_\perp$ close to the isotropic case. Thus, a theoretical description with the Hamilton operator as given in Eq. 1.55 is a justified approach to fit the experimental results of the magnetic susceptibility, i.e. assuming a system of isolated ladders.

So far, the results for the fraction $J_\parallel/J_\perp$ are ambiguous, ranging from $J_\parallel/J_\perp = 1 \ldots 2$. The overall energy scale $J_\perp$ is also not well defined. At a first guess, $J_\perp$ was estimated to be about 1300K, judged from the resemblance of the ladder to the usual CuO$_2$ plane [37]. Using QMC results the best fit to the experimental results of the susceptibility was obtained using $J_\perp \approx 900K$, $J_\parallel/J_\perp \approx 1.2$, and an anomalously low g-factor of $g \approx 1.4$. Using the known g-factor with $g = 2.14$ and $J_\parallel/J_\perp = 2$ the experiment could be described best with $J_\perp \approx 1000K$ [110]. More recent results using a quantum chemical density functional technique proposed the value $J_\perp \approx 1670K$ with $J_\parallel/J_\perp \approx 1.1$ [102]. Recently, a Raman scattering study was performed with the result that a significant ring exchange must be included in the theoretical descriptions to explain their data [85]. The authors obtained the values $J_\perp \approx 1750K$, $J_\parallel/J_\perp = 1.1$, and $J_{cyc}/J_\perp \approx 0.04 \ldots 0.12$.

In the following, the results from the HTSE will be used to explain the experimental results of the susceptibility. The latest data was provided by M. Azuma. The data were collected up to 750K. Above this temperature the sample decomposed. Due to the high energy scale of $J_\perp$ a clear maximum in the susceptibility is not visible in the temperature regime where the susceptibility could be measured, see Fig. 1.31. It is not intended to derive parameter sets completely independent from published values. The experimental data for the susceptibility at hand does not allow a sophisticated fitting procedure. At least the maximum of the susceptibility should be available to fit the HTSE data more reliably and in greater detail than will be done here. But with the HTSE results at hand it is possible to support or to discard parameter sets published so far.

In a first step the raw susceptibility data is corrected for the Curie-like contributions $\chi_{\text{Curie}}$ originating from magnetic impurities. A constant contribution from van-Vleck parts and from non-magnetic parts is extracted usually from the high temperature regime above the position of the maximum. Here, these contributions could only be estimated by adding a constant $X_0$ to the Curie-like contribution $\chi_{\text{Curie}}$ because no data for temperatures above the maximum is available. Fig. 1.31 depicts the raw data and the data corrected by $\chi_{\text{imp}} = \chi_{\text{Curie}} + X_0$. A fit in the temperature regime $T < 75K$ yields $\chi_{\text{imp}} \approx (6.24/T + 0.075) \cdot 10^{-4}$ emu/mol Cu.
In Ref. [37] the authors corrected the susceptibility only for a Curie-Weiss-like term neglecting constant contributions. They obtained a larger value for the Curie-like contributions with $\chi_{\text{Curie-Weiss}} \approx 9.86/(T + 2.03) \cdot 10^{-4}\text{emu/mol Cu}$. A more detailed discussion of the corrections is not possible because only little is known about the sample used in the experiment. The correction as performed here seems to be reliable since the corrected susceptibility goes down to zero for low temperatures as expected for a gapped system. The slight upturn for $T \lesssim 30\text{K}$ is due to slight inaccuracies in the corrections. But it does not affect the following considerations.

The aim of the fitting procedure of the HTSE data cannot be to determine all parameters entering the model 1.55, as discussed in the previous sections. In this thesis, the effects of an inclusion of a cyclic exchange term in contrast to ladder systems without this type of exchange is addressed. In Fig. 1.32 various parameter sets are used to fit the corrected experimental data.

For all representations of the susceptibility the known $g$-factor with $g = 2.14$ was used. The extrapolations were biased in the low temperature regime as described in Sec. 1.5.4 with the known gap $\Delta = 400\text{K}$. Firstly, the parameter sets $J_\perp = 1670\text{K}$, $\chi = 1.1$, $x_{\text{cyc}} = 0$ [102]
and $J_\perp = 900 \text{K}$, $x = 1.22$, $x_{\text{cyc}} = 0$ [107] are addressed. These parameter sets do not provide a quantitative description of SrCu$_2$O$_3$ when using the correct g-factor. The values proposed in Ref. [110] with $J_\perp = 1000 \text{K}$, $x = 2$, $x_{\text{cyc}} = 0$ yield a good description of the experimental data, although the high value of the fraction $J_\parallel / J_\perp = 2$ is unexpectedly large, in view of the chemical structure of SrCu$_2$O$_3$, see discussion above. The last two parameter sets are examples that the inclusion of a small cyclic exchange can remove this discrepancy. The values $J_\perp = 1750 \text{K}$, $x = 1.1$, $x_{\text{cyc}} = 6.5\%$ are taken from Ref. [85] where the amount of cyclic exchange $x_{\text{cyc}}$ lies in the range proposed by the authors with $x_{\text{cyc}} = 4\%, \ldots, 12\%$. This amount of cyclic exchange was also proposed by the authors of Ref. [81] for the structurally related compound La$_6$Ca$_8$Cu$_{24}$O$_{41}$. The last parameter set $J_\perp = 1700 \text{K}$, $x = 1.15$, $x_{\text{cyc}} = 7\%$ depicts a fit with slightly different values compared to the latter values. The differences in the representations are not discernible in the figure. For temperatures $120 \text{K} < T < 400 \text{K}$ the curves differ slightly from the experimental data.

As mentioned in the extrapolation section 1.5.4 the extrapolations are valid for $T \gtrsim 0.3 J_\perp$, due to the low gap of $\Delta \approx 0.24 J_\perp$. This in turn means that for temperatures below 450K...
the extrapolations suffer from small inaccuracies. The exponential decay for \( T < 120 \text{K} \) is well described. Compared to the values used in Refs. [109, 110] with \( J_\perp = 1000 \text{K}, \ x = 2, \ x_{\text{cyc}} = 0 \) the latter representations provide a similar agreement as the data for \( J_\perp = 1000 \text{K}, \ x = 2 \). Furthermore, it is assumed that a significant amount of phases not contributing to the ladder system are contained in the sample of \( \text{SrCu}_2\text{O}_3 \) [111].

To summarize the fitting procedure of the HTSE data to the experimental results it can be assessed that the inclusion of a small amount of cyclic exchange can explain the more realistic values of \( x \) close to the isotropic ladder and the latest results of the overall energy scale \( J_\perp \). The parameter set with \( x = 2 \) uses an overall energy scale which seems to be too low, thus not suitable for \( \text{SrCu}_2\text{O}_3 \). Clearly, not all parameters could be obtained by the fits to the experimental data. We have rather attempted to explain that with a finite contribution of cyclic exchange the experimental results could be fitted with values closer to the supposed values for \( J_\perp \) and \( x \) in \( \text{SrCu}_2\text{O}_3 \). The accuracy in determining the parameter sets for \( \text{SrCu}_2\text{O}_3 \) could be enhanced significantly if experimental data for the susceptibility was available for higher temperatures i.e. at least describing the maximum of \( \chi \) better.

### 1.5.8. Conclusions

Summarizing, the thermodynamic properties of the two-leg spin-1/2 ladder with cyclic exchange were investigated. The representation of the HTSE results were optimized by using Dlog-Padé and Padé extrapolations including the behavior of the considered quantities, \( \chi(T) \) and \( C(T) \), at low temperatures. Comparison to ECD results showed the excellent accuracy of the HTSE results with the extrapolation scheme used down to very low temperatures. The aim was to present the effects of a cyclic spin-exchange on the ladder model.

The results can serve as input for quick and easy data analysis to determine the model parameters. In particular, the experimentally interesting position and height of the maxima of \( \chi(T) \) and \( C(T) \) can be described quantitatively. In Sec. 1.5.7 a direct comparison to experimental results is performed for the two-leg ladder compound \( \text{SrCu}_2\text{O}_3 \). A set of the specific parameters is extracted from experimental \( \chi(T) \) data [37]. In doing so, the knowledge of the singlet-triplet gap \( \Delta \) obtained from INS measurements [106] and the known g-factor [105] are incorporated.

It was shown that with the measurement of one quantity alone, e.g. the magnetic susceptibility, it is difficult to determine all model parameters unless precise low temperature information is available. Additional information like the spin gap or the specific heat from other experiments is needed to fix the parameters reliably.
1.6. Shastry-Sutherland Model

1.6.1. Introduction

The previous investigations had their main focus on quantum antiferromagnets in (quasi-) one dimension with spin \( S = 1/2 \): the dimerized, frustrated chain and the spin-ladder with cyclic exchange. Here, a two dimensional system is addressed which shows a rich zero temperature phase diagram. The model displays phases with long range ferromagnetic, antiferromagnetic and helical order as well as an interesting short range spin liquid order phase. The results presented here will emphasize the spin gapped phase where a direct comparison between experiment and theory is possible.

In 1981 the model was introduced by Shastry and Sutherland [112] as a two-dimensional generalization of the one-dimensional Majumdar-Ghosh model [54]. Some exact results for the ground state of the Shastry-Sutherland model were derived. The rich phase diagram is still of great theoretical interest since it is not completely understood.

The system attracted attention with the experimental realization of the Shastry-Sutherland model in the orthoborate \( \text{SrCu}_2(\text{BO}_3)_2 \) synthesized by Smith and Kezler in 1991 [113]. Now, it is possible to compare directly the theoretical findings to experimental data.

In the literature the main focus is on the low temperature properties of the system such as the ground state, elementary excitations and magnetization plateaus, but the thermodynamical properties of the system also attracted attention. By means of high temperature series expansion results the thermodynamical properties are presented in this chapter. A separate section addresses the theoretical results compared to thermodynamical data of \( \text{SrCu}_2(\text{BO}_3)_2 \).

This chapter is organized as follows. The following section presents the model and the results obtained so far. Sec. 1.6.3 is dedicated to the computational details. The results are introduced in Sec. 1.6.4 and applied to \( \text{SrCu}_2(\text{BO}_3)_2 \) in Sec. 1.6.5. Sec. 1.6.6 concludes the chapter.

1.6.2. Model

The Hamilton operator describing the Shastry-Sutherland model, see Fig. 1.33, with spins of size \( S = 1/2 \) on the vertices is given by

\[
H = J_1 \sum_{i,j} \mathbf{S}_i \cdot \mathbf{S}_j + J_2 \sum_{k,l} \mathbf{S}_k \cdot \mathbf{S}_l .
\]  

(1.86)

The sums are running over all couplings between the sites connecting diagonal bonds \( (J_1) \), henceforth denoted as dimers, and between sites on different dimers \( (J_2) \), respectively. In the limit \( J_2 = 0 \) a simple square lattice is obtained. Thus, the model can be seen as a square lattice with additional (frustrating) diagonal bonds. The ratio \( x = J_2/J_1 \) is introduced as the inverse frustration. The two dimensional Heisenberg model with \( J_1 = 0 \) is of special interest since it is used as the minimal magnetic model describing the undoped copper-oxide planes in high \( T_c \) superconductors.
Figure 1.33.: Shastry-Sutherland model with spins on the vertices. The couplings on the square lattice are parameterized by $J_2$ and the diagonal couplings (dimers) are parameterized by $J_1$. The grey shaded region depicts the unit cell of the system.

Since the discovery of an experimental realization of the Shastry-Sutherland model numerous publications are dedicated to the investigation of that specific model. The main focus was put on the low temperature properties. Shastry and Sutherland showed in their early work [112] that the dimer-singlet state is always an eigen state of the Hamiltonian in Eq. 1.86. The dimer-singlet state is a product of singlets on every dimer. For values of the inverse frustration $x = J_2/J_1 < 1/2$ ($S = 1/2$) and for $x < 1/(2S + 2)$ ($S \geq 1$) this is also the ground state. The ground state energy is then given by $e_0 = E_0/N = -J_1/2 \cdot S(S + 1)$ where $N$ is the number of sites. In Fig. 1.34 the $T = 0$ phase diagram is shown, taken from Ref. [114]. In the regime $|J_2| > J_1$ the ground state orders antiferromagnetically for $J_2 > J_1$ and ferromagnetically for $J_2 < J_1$. For $J_2 = 0 > J_1$ a phase of independent spin-$2S$ dimers is obtained. In the regime $0 < |J_2| < J_1$ a finite region of the phase diagram is occupied by a dimer phase which exists for all finite values of the spin $S$. The nature of the two adjacent phases is not completely understood. In Ref. [114] improved upper and lower bounds on the phase boundaries of the dimer phase were derived using a variational ansatz. In the ferromagnetic case $J_2 < 0$ the intermediate phase between the dimer and ferromagnetic exists for values of the spin $S > 1/2$ and vanishes for $S = 1/2$. For $S = 1/2$ there is a first order phase transition directly from the dimer to the ferromagnetic (FM) phase. The phase line is exactly known to be at $J_2 = -J_1 \rightarrow x = -1$. On the antiferromagnetic side ($J_2 > 0$) for all values of the spin $S$ an intermediate phase between the dimer and antiferromagnetic phase exists.
The nature of the phases adjacent to the dimer phase are under intense investigation at the moment. A first approach is considering the classical phase diagram \((S \rightarrow \infty)\) where for \(0 < |J_2| < J_1\) a long range helical phase exists \([114]\). Using Schwinger boson mean field theory such a phase was indeed verified for finite values of the spin \(S\), vanishing in a second order phase transition in favor of the Néel phase \([115]\). But, using field theoretical arguments the intermediate phase is characterized by a weakly incommensurate spin density wave \([116]\) or as Bose condensates where the adjacent regime exhibit collinear and helical phases \([117]\).

Numerous articles focus on the \(S = 1/2\) case and especially on the phase boundary where the dimer phase vanishes on the antiferromagnetic side \((J_2 > 0)\) \([118–124]\). In Ref. \([118]\) exact diagonalization and fourth order perturbation theory were used finding a direct dimer to Néel transition of first order at \(x = 0.7\). Large scale exact diagonalizations \([122]\) yield an upper critical value of \(x_c = 0.67\) for the dimer phase. For \(0.67 < x < 0.7\) the authors support an intermediate plaquette phase and exclude an intermediate columnar phase. In Ref. \([123]\) a helical intermediate phase is claimed again using a novel operator variational method. Perturbational approaches could not resolve the problem of determining a precise critical value of \(x\) where the dimer phase vanishes. In Ref. \([125]\) a plaquette phase in the interval \(0.677 < x < 0.861\) is claimed whereas Refs. \([119, 121]\) exclude such an intermediate plaquette phase. The authors propose a columnar phase for \(0.67 < x < 0.83\).

A detailed investigation of the behavior of the gap as a function of the inverse frustration yields \(x = 0.697\) signalizing the breakdown of the dimer phase \([120, 124]\). The results can be summarized in an upper critical value of the inverse frustration \(J_2/J_1 = x\) slightly below

Figure 1.34.: Phase diagram for the Shastry-Sutherland model with \(S < \infty\). For \(S = 1/2\) there is a first order phase transition directly from the dimer to the ferromagnetic (FM) phase. The phase line is exactly known to be at \(J_2 = -J_1\) \([114]\).
$x_c = 0.7$ where the dimer phase vanishes in favor of an intermediate phase. The nature of the intermediate phase is so far not completely understood. The interested reader is referred to current publications.

The Shastry-Sutherland model can be generalized to three and more dimensions in such a way that these models have still an exact dimer-singlet ground state $[126,127]$. Such investigations are also helpful for a better understanding of SrCu$_2$(BO$_3$)$_2$, for details see Sec. 1.6.5, which represents indeed a three dimensional system.

### 1.6.3. Computation

The computation of the thermodynamical quantities by means of a high temperature series expansion cannot be done as explained in the previous chapters for the one-dimensional systems. To obtain results correct in the thermodynamical limit in every order of expansion the system size has to be adjusted properly. The extension from one to two dimension poses no more problems, theoretically and methodically. But, numerically the minimal system size to be considered in every order of expansion increases quadratically with the system size and not linear as is the case for the one-dimensional models. Thus, the orders of expansion reached are lower than the ones for the one dimensional systems. To obtain results e.g. up to order 6 in the inverse temperature $\beta$ a system of size 4×4 dimers has to be considered, see Fig. 1.35 a. In the following the representation of the Shastry-Sutherland model as depicted in Fig. 1.35 is used. The equality between the representation from Fig. 1.33 and from Fig. 1.35 becomes obvious when rotating the system by $\pi/4$ and slightly distorting the $J_2$ bonds. The dimension of the complete Hilbert space of the system with 4×4 dimers and 32 sites respectively is $2^{32}$. This in turn means that 4GB memory is needed to store all the necessary information for the whole system when assuming only one byte of information per base state. Hence, a complete enumeration of the Hilbert space is not feasible.

A more useful ansatz for the computation of the results is the one presented and explained in detail in Refs. [20,21], the so-called moment-algorithm. Basically, the computation of the trace is reduced to the computation of an expectation value. To this end, the system is virtually doubled and a product state of singlets $|S\rangle$ with

$$
|S\rangle = \prod_{i=1}^{N} \frac{1}{\sqrt{2}} (|\uparrow_r \downarrow_v\rangle - |\downarrow_r \uparrow_v\rangle)|_i
$$

(1.87)

between every real site and its virtual partner (denoted with index $r$ and $v$, respectively) is introduced, also depicted in Fig. 1.36. In every order of expansion traces of powers of the Hamiltonian have to be computed, e.g. $\text{Tr} H^n$ in $n$th order. By using the singlet product state $|S\rangle$ from Eq. 1.87 the trace of an operator operator $A$ is reduced to the computation of the expectation value with respect to this state, leading to $\text{Tr}(A) = \langle S|A|S\rangle$. A simple calculation for a two site system should serve as an illustration that the equality between
Figure 1.35.: a. $4 \times 4$ Dimers system with periodic boundary conditions (not shown). b. System of 24 dimers computed with indicated periodic boundary conditions. Thick lines present the dimers, thin ones the interactions between the dimers. The arrows indicate the (shifted) periodic boundary conditions.

Figure 1.36.: Virtually doubled system, where the linear chain serves as an example. The solid line represents the real system and the dashed objects together with the virtually doubled sites depict the singlet states introduced for every pair of real and virtual site, see Eq. 1.87.

The trace and the expectation value holds.

$$
\text{Tr} A = \langle \uparrow | A^R | \uparrow \rangle + \langle \downarrow | A^L | \downarrow \rangle \\
= \langle \uparrow \downarrow | A_{\text{ext}}^R | \uparrow \downarrow \rangle + \langle \downarrow \uparrow | A_{\text{ext}}^L | \downarrow \uparrow \rangle \\
= \langle S A_{\text{ext}} | S \rangle ,
$$

where $A_{\text{ext}}$ acts on the tensor product of the real and doubled Hilbert space in the canonical
way. That is \( A \) becomes \( A_{\text{ext.}} = A \otimes 1 \) acting as the identity on the doubled Hilbert space. A detailed description is given in Refs. [20, 21].

In every order of expansion only the base states with nonvanishing matrix elements \( \langle S|H^n|S \rangle \) are generated. By applying the Hamiltonian \( H \) multiply to \( |S\rangle \) the so-called Krylov space \( \langle |S\rangle , H|S\rangle , H^2|S\rangle , \ldots \rangle \) is constructed.

The model presented in Fig. 1.35 b. can be treated up to order 8 in the inverse temperature \( \beta \). The occurring wrap-around effects can be corrected as explained in the previous sections by identifying the wrap-around paths, which only are possible because of the finite system size.

Fig. 1.35 b. shows a system of 24 dimers and 48 sites, respectively, with shifted periodic boundary conditions. Due to the doubling of the system each site together with its partner can be in one of the four possible states: singlet or one of the three triplets. To represent a basis state in the virtually doubled system a combination of two integers is required: one of the type \texttt{long int} and one of type \texttt{long long int}. The combination leads to an integer of size \( 2^{32} \cdot 2^{64} = 2^{96} \). Thus, each basis state of the complete Hilbert space of this system can unambiguously be identified by the combination of these two integers.

Using the system depicted in Fig. 1.35 b. it was possible to compute the 8th order result in \( \beta \) for the specific heat and the 7th order result for the susceptibility. The amount of memory needed was about 30GB with a total running time of about three days.

### 1.6.4. Results

The magnetic susceptibility and the magnetic specific heat are provided as series expansion in the inverse temperature up to order \( \beta^8 \) for the specific heat and up to order \( \beta^7 \) for the susceptibility, respectively, with the full dependency on the model parameters, i.e. \( \beta = J_1/T \) and the inverse frustration \( x \). The coefficients are obtained as fractions of integers such that no accuracy is lost. Weihong et al. published a high temperature series expansion for the same quantities up to order seven [119]. The coefficients were not listed in their publication. All series coefficients obtained in this thesis are listed in App. A.4. Different approximation schemes are used to extrapolate the quantities compared to Ref. [119]. Especially for the specific heat the extrapolation in this thesis poses a significant improvement. The known sum rules of the energy and entropy are built in explicitly to bias the extrapolations. The susceptibility is extrapolated by using additional information about the zero temperature behavior, which improves the convergence of the extrapolations.

The following two paragraphs are dedicated to the results and to their extrapolations for the specific heat and the magnetic susceptibility, respectively. The results presented are restricted to the gapped phase on the antiferromagnetic side, i.e. values of \( 0 \leq x < 0.7 \) and \( J_1 > 0 \) are considered. But it has to be pointed out that the series expansion results are also valid outside the dimer phase.

To obtain the best representations possible of the quantities under study the highest orders available are used, i.e. 7th order in \( \beta \) for \( \chi(T) \) and 8th order in \( \beta \) for the specific heat.
Specific Heat  The specific heat is extrapolated using the representation in the internal variable as described in Sec. 1.3.2. For the actual model no comparison between the extrapolation in the internal variable and the extrapolations using Dlog-Padé representations are done. With the orders available at hand, the extrapolations used in the following yield much better representations than the extrapolations using Dlog-Padé approximants could achieve. In this thesis the focus is laid on the gapped spin liquid phase for $0 \leq x \lesssim 0.7$, the so-called dimer phase, see Fig. 1.34. In this parameter regime the ground state is exactly known with $e_0 = E_0/N = -3/8J_1$ \[112\]. The precise knowledge of the ground state is a basic requirement for the extrapolation in the internal variable. Further low temperature information can be built in by using the knowledge of the specific heat $C(T)$ for low temperatures, for a detailed explanation see Chapter 1.3.

The behavior of $C(T)$ for $T \ll 1$ is derived by an analysis similar to the one done in Ref. [24] for a ladder system. The calculations are also valid for the two dimensional Shastry-Sutherland model. In Ref. [24] the authors obtained an expression for the free energy taking into account that the elementary excitations i.e. singlet-triplet excitations on a dimer, obey a hard-core statistics: no more than one triplet can be excited on a dimer at the same time. At low enough temperatures $T \ll \Delta_{01}$, where $\Delta_{01}$ is the singlet-triplet gap, the residual interactions between these excitations and their kinematical interactions are negligible. Then, the free energy $f$ is given by

$$f = -\frac{3}{2 \beta} z(\beta) \text{ with } z(\beta) = \frac{1}{(2\pi)^2} \int_{-\pi}^{\pi} dk_x \int_{-\pi}^{\pi} dk_y e^{\beta \omega(k)}$$

(1.89)

Due to the localized nature of the triplet excitations the singlet-triplet dispersion $\omega(k)$ is almost flat \[120\]. Thus, in a first approach the dispersion can be estimated to be constant for the current purpose with $\omega(k) = \Delta_{01}$ leading to

$$f = -\frac{3}{2 \beta} e^{-\Delta_{01} \beta}.$$  

(1.90)

The behavior of the specific heat is then derived using standard thermodynamic relations with

$$C(T) = \beta^2 \partial_\beta^2 \ln Z = \beta^2 \partial_\beta^2 (-\beta f) \propto \beta^2 e^{-\Delta_{01} \beta} \text{ for } T \ll \Delta_{01}.$$  

(1.91)

For the explicit extrapolations the value of the gap $\Delta_{01}$ is built-in. It is taken from explicit $T = 0$ calculations using a high order series expansion about the limit of isolated dimers \[57\], see also Fig. 1.38. To obtain the low energy (low temperature) behavior of the entropy the reader is referred to Sec. 1.4.4 where an analogous calculation was carried out. Basically, the function

$$G(y) = y \partial_y \frac{S(y)}{y} \text{ with } y = e - e_0$$

(1.92)

is extrapolated using the gap information via

$$G(y = 0) = -\frac{1}{\Delta_{01}}.$$  

(1.93)
In Fig. 1.37 various orders of extrapolations of the specific heat are shown. Due to spurious poles lower orders are not accessible. The \([4,4]\) representation is compared to the lower orders available. The convergence of the representations are even in low orders very satisfying though unfortunately no data sets are available for the \([2,2]\) extrapolations due to spurious poles.

Concluding the extrapolation and representation of the specific heat it has to be noted that even with lower orders in the series expansion than for the one-dimensional systems very good representations of the results are possible. For increasing values of \(x\), where the gap \(\Delta_{01}\) becomes small the representations suffer from inaccuracies in the low temperature regime. This is mainly due to the fact that for a decreasing gap the maximum of the specific heat shifts to lower values of the temperature and thus is harder to access by means of a HTSE and its extrapolations.

**Susceptibility**  Making use of the experience from the previous chapters for the one dimensional systems the susceptibility is extrapolated using Dlog-Padé representations in the
Euler transformed variable $u = \beta/(1 + \beta)$. Here also, the low temperature behavior is built in as explained in Sec. 1.3.1. Sum rules as existing for the extrapolations of the specific heat are not available for the susceptibility. But the behavior of the susceptibility at low temperatures is known and hence built in to bias the extrapolations in this temperature regime.

The behavior of the susceptibility at low temperatures in the gapped phase is derived similarly to the low temperature behavior of the specific heat. The calculations from Ref. [24] are adapted to the Shastry-Sutherland model. Using $z(\beta)$ from Eq. 1.89 which is the Laplace transform of the density of the excited states the susceptibility is given by

$$\chi(T) = \beta z(\beta) \propto \beta e^{-\Delta_{01}\beta}$$

for $T \ll \Delta_{01}$. (1.94)

with the singlet-triplet gap $\Delta_{01}$ obtained from Ref. [57]. In Fig. 1.38 the behavior of the gap $\Delta_{01} = \omega(k = 0)$ as function of the inverse frustration $x$ is shown. The picture is a reprint of Fig. 3 in Ref. [120].

Fig. 1.39 shows an overview of the possible Dlog-Padé extrapolations for $x = 0.5$. Extrapolations with higher orders in the denominator e.g. $[n, 3]$ or $[n, 4]$ are not possible due to spurious poles. In the following, the $[n, 2]$ extrapolations will be used leading to the best extrapolations possible of the results. Higher orders in the denominator with $n > 2$ are not recommendable because of the lower orders reached in the series expansions compared to the one-dimensional systems. With increasing order of the extrapolations reliable predictions of the susceptibility are possible for $T \gtrsim 0.6 J_1$. For lower temperatures the error bars of the representations are significant, not allowing for quantitative predictions.

Summarizing the extrapolations for the susceptibility, it is possible to obtain results quantitatively valid down to $T \approx 0.6 J_1$ for the highest order possible. In contrast to the one-dimensional systems the convergence is less satisfying due to the lower orders reached. It has to be mentioned that the accuracy of the extrapolations is sensitive to the value of the inverse frustration $x$. For values $x \lesssim 0.6$ the extrapolations yield very good results but
in the regime $0.6 \lesssim x \lesssim 0.7$ the extrapolations of the HTSE data become less reliable in the low temperature regime. The position of the maximum of the susceptibility moves to lower temperatures with increasing $x$, mainly due to the decrease of the gap. Hence, the maximum of the susceptibility can hardly be described by means of extrapolations of the HTSE data. But even the 7th order results can be used for a quantitative analysis as it will be done in the following.

1.6.5. SrCu$_2$(BO$_3$)$_2$

With the synthesis of the orthoborate SrCu$_2$(BO$_3$)$_2$ by Smith and Kezler in 1991 [113] the Shastry-Sutherland model experienced new vital interest. The schematic crystal structure is shown in Fig. 1.40. The compound SrCu$_2$(BO$_3$)$_2$ has a layered structure with Cu(BO)$_3$ planes separated by Sr atoms. For temperatures below $T_S = 395K$ these planes are slightly buckled as depicted in the left figure. At $T_S$ a second order structural phase transition occurs where the planes become completely flat [128]. The vertical direction corresponds to the crystallographic c-axis. The right figure in Fig. 1.40 depicts the ab-plane constructed...
1.6.5 SrCu₂(BO₃)₂

Figure 1.40.: Crystal structure of SrCu₂(BO₃)₂: it is a layered compound with slightly buckled Cu(BO)₃-planes for temperatures below Tₘ (see main text) separated by Sr-atoms as depicted in the left figure. The right figure displays a top view of a single Cu(BO)₃-plane (nine unit cells).

by the Cu(BO)₃-units. The magnetism is governed by $S = \frac{1}{2}$ spins located on the Cu²⁺ ions, where two adjacent Cu²⁺ ions are connected by a line in the figure. They form the dimers with interaction strength $J_1$. The exchange path between second nearest Cu²⁺ ions is mediated by the borate groups. These couplings are modeled by the interaction $J_2$. The depicted Cu(BO)₃-plane can be mapped onto the $S = \frac{1}{2}$ Shastry-Sutherland model (see for comparison Fig. 1.33) which was first observed in Ref. [129]. The first measurements on SrCu₂(BO₃)₂ were performed by Kageyama et al. [131] in 1999. They published data on the magnetic response of the system. The theoretical findings will be used to fit their data of the magnetic susceptibility, see below. By a simple exponential fit to the magnetic susceptibility they derived a rather low value for the singlet-triplet gap of $\Delta_{01} = 19K$. One year later Kageyama et al. published inelastic neutron scattering (INS) data confirming a small gap, but at higher energies with $\Delta_{01} \approx 34K$ [130]. The data is shown in Fig. 1.41. The experimental findings on the singlet-triplet excitation spectrum confirms the theoretical predictions of a rather flat band [118, 120]. The solid line shown for the band above, the two-triplon excitation spectrum is somewhat misleading. Latest results show a less pronounced structure in the dispersion relation [124].

The value of the one-triplet gap was confirmed by other experiments like electron spin resonance [132], far infrared studies [133], nuclear magnetic resonance [134] or Raman experiments [135] with $\Delta_{01} = 34K$. These experiments also support the singlet nature of
the ground state, except for the ESR-experiments where a residual interaction, for instance a Dzyaloshinsky-Moriya interaction, has to be taken into account to explain the excitation of a triplet out of a singlet ground state [132, 136].

Concluding the experimental side of SrCu$_2$(BO$_3$)$_2$ the exchange couplings must be considered to be positive. The crystal is an antiferromagnet. The ratio $x = J_2/J_1$ is sufficiently small such that the system is in the dimer phase.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$J_1$ [K]</th>
<th>$g$</th>
<th>Ref. , fitted quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.68</td>
<td>100</td>
<td>2.14</td>
<td>Miyahara et al. (1999) [118], $\chi$</td>
</tr>
<tr>
<td>0.664 (0.678)</td>
<td>83.2 (82)</td>
<td>2.108</td>
<td>Weihong et al. (1999) [119], $\chi$</td>
</tr>
<tr>
<td>0.603 (0.59)</td>
<td>72 (77)</td>
<td>—</td>
<td>Knetter et al. (2000) [137], $\omega_{01}(k)$</td>
</tr>
<tr>
<td>0.635</td>
<td>85</td>
<td>?</td>
<td>Miyahara et al. (2000) [129], $\chi$</td>
</tr>
<tr>
<td>0.65</td>
<td>87</td>
<td>—</td>
<td>Munehisha et al. (2003) [123], $\omega_{01}(k)$</td>
</tr>
</tbody>
</table>

Table 1.2.: Fitted model parameters to SrCu$_2$(BO$_3$)$_2$, sorted chronologically. Values in brackets denote alternative fits.

Various publications are dedicated to fit the model parameters $x$ and $J_1$ to the experimental

Figure 1.41: Inelastic neutron scattering results for SrCu$_2$(BO$_3$)$_2$ (reprint of Figure 3 from Ref. [130]): The rather flat band at energies close to 3meV corresponds to the one triplet excitations from the singlet ground state. The band above shows the two triplet sector. The solid curves are only guides to the eye. The two-triplet dispersion is indeed flatter than suggested by the solid line [124]
The following two paragraphs are dedicated to the investigation of the magnetic susceptibility and the magnetic specific heat. The results from the HTSE are fitted to the experimental data and the model parameters are determined.

**Susceptibility** The extrapolations of the HTSE susceptibility data are fitted using experimental data of the magnetic susceptibility obtained from a powder sample of $\text{SrCu}_2(\text{BO}_3)_2$ [131, 139]. Obtaining accurate estimates of the model parameters out of experimental data can be a tedious task. The experiment not only measures the pure spin susceptibility but also a Curie-like contribution from (non-interacting) magnetic impurities and/or defects of Cu$^{2+}$ ions, van-Vleck contributions and temperature independent diamagnetic contributions. Thus, an essential part of the fitting procedure should be to use all information available of the sample. Besides the model parameters under consideration the g-factor mainly governs the overall height of the susceptibility. Nojiri et al. [132] performed an electron spin resonance (ESR) experiment to determine the g-factors in the Shastry-Sutherland plane and perpendicular to the plane. The obtained values are $g_{ab} = 2.28$ for the in-plane g-factor and $g_c = 2.05$ along the c-axis. In the following a geometrically averaged g-factor of $g_{\text{eff}} = \sqrt{\frac{2g_{ab}^2 + g_c^2}{3}} = 2.2$ is used to fit the experimental data of the powder sample. A geometrically averaged g-factor is used in favor of an arithmetically averaged one due to the fact that the susceptibility depends quadratically on $g$. The aim of the fitting procedure of the theoretical results should be to fit the whole temperature regime in a way that the theoretical findings and the experimental data coincide best. Using the extrapolations of the HTSE data the low temperature regime $T/J_1 \lesssim 0.6$ can not be described reliably. The low lying position of the maximum of the susceptibility of $\text{SrCu}_2(\text{BO}_3)_2$ at around $T_{\text{max}} = 17K$ is almost inaccessible by means of a HTSE up to order $\theta^7$. The range of applicability of the HTSE data should be precise down to $T/J_1 \approx 0.6$ as mentioned above. Using realistic parameters for the exchange constant $J_1$ with $J_4 = 70K \ldots 100K$ the position of the maximum is in the range $T_{\text{max}} = 0.2J_4 \ldots 0.3J_4$ and thus almost impossible to describe by extrapolations of the HTSE data. Here, the best possible fit should be the one which coincides with the experimental data down to $T \approx 0.6J_4$.

In a first step the parameters sets $J_4$ and $x = J_2/J_1$ obtained in the literature (see Tab. 1.2) are used to represent the extrapolations of the HTSE data. The extrapolations are then compared to the already corrected spin susceptibility from Ref. [131]. There, the authors corrected the raw susceptibility for a constant van-Vleck contribution and for Curie-Weiss-like contributions originating from magnetic impurities. In this thesis the experimentally known effective g-factor is built in, whereas the parameter sets used in previous publications were determined by fitting also the g-factor when comparing to the magnetic susceptibility.
Figure 1.42: Susceptibility fits from literature as given in Tab. 1.2 using the correct g-factor $g_{\text{eff}} = 2.2$ compared to the corrected experimental data [131].

Either the g-factor was not known at the time of publication or the parameter sets were obtained fitting the singlet-triplet dispersion to experimental data [130]. Fig. 1.42 shows an overview of the HTSE extrapolations with various parameter sets compared to the experimentally corrected data. The extrapolations are biased in the low temperature regime as described above. The value of the singlet-triplet gap $\Delta_{01}$ is taken from INS-measurements with $\Delta_{01} = 34K$ [130]. In the publications of Weihong et al. [119] and Miyahara et al. [118, 129] the used g-factor was substantially smaller than the experimentally determined one. Thus the representations fail to reproduce the high temperature regime properly. Rescaling of the g-factor as given in Tab. 1.2 yields representations which coincide with experimental data in the high temperature regime.

The following approaches will use the raw data from the susceptibility measurements [131]. Building in the known effective g-factor the truncated series is fitted to the raw data assuming a temperature independent $\chi_0$ consisting of diamagnetic and van-Vleck parts. The fit function is given by

$$\chi_{\text{fit}}(T, J_1, x, \chi_0) = \chi^{\text{tr. series}}_{\text{theo}}(T, J_1, x) + \chi_0 .$$

(1.95)
1.6.5 SrCu$_2$(BO$_3$)$_2$

Figure 1.43.: Fitted susceptibility from HTSE, where $\chi_{\text{exp}} = \chi_{\text{theo}} + \chi_0$ with fitted $\chi_0 = -7.7 \cdot 10^{-5}$emu/mol Cu in the temperature range $T = 200K...400K$.

It is used in the temperature regime $T = 200K...400K$. A Curie-like term as described above is neglected. The $1/T$ behavior of the $S = 1/2$ impurities leads to negligible contributions in that temperature regime.

Fig. 1.43 shows an overview of the obtained parameter sets in the high temperature regime. The determined parameters are used in the extrapolations of the truncated series and compared to the raw experimental data. For all parameter sets $(J, x)$ a constant susceptibility $\chi_0 \approx -7.7 \cdot 10^{-5}$emu/mmol Cu was fitted. Kageyama et al. [131] found a slightly lower value of $\chi_0 \approx -2 \cdot 10^{-5}$emu/mmol Cu using a lower $g$-factor of $g = 2.14$.

The extrapolations reproduce nicely the high temperature regime but fail for temperatures below $T = 100K$. The parameters obtained also differ significantly from published values. Using $J = 85K$ the fitted frustration $x = 0.748$ is already beyond the phase transition point at around $x = 0.7$, where the system should be already in a long range order Néel phase, away from the dimer phase. Thus, this parameter set is definitely not appropriate for SrCu$_2$(BO$_3$)$_2$.

A more detailed investigation of the system properties is necessary to obtain more significant estimates of the relevant parameter sets. In the remaining part of this chapter the three-dimensionality of the system is explicitly taken into account. An investigation of the
chemical structure of SrCu$_2$(BO$_3$)$_2$ shows that every second Cu(BO$_3$)-plane (see Fig. 1.40) is rotated by an angle of $\pi/2$ about one of the dimer centers such that each dimer has a rotated dimer above and below. In Fig. 1.44 a schematic picture of the three-dimensional arrangement of the dimers in SrCu$_2$(BO$_3$)$_2$ is shown. The resulting tetrahedral inter-plane interaction geometry is fully frustrated: the dimers above and below must be excited out of the singlet ground state for this interaction to be relevant. It is obvious that a triplon cannot move along the c-axis [129]. Thus, the spin gap $\Delta_{01}$ and the dispersion of the triplon excitations in the three dimensional model is not changed compared to the results of the two dimensional model.

On the other hand at high temperatures a weak inter-layer coupling has to be taken into account since there is a finite concentration of triplons excited. They lead to an interaction between dimers on neighboring planes. A mean field type scaling ansatz should be sufficient to include a weak inter-layer coupling. To estimate the magnitude of the inter-layer coupling $J_\perp$ in SrCu$_2$(BO$_3$)$_2$ the following ansatz is used (see for instance Ref. [110])

$$
\chi^{3D}(J_1, x, J_\perp) = \frac{\chi^{2D}(J_1, x)}{1 + 4J_\perp \chi^{2D}(J_1, x)} .
$$

The factor of 4 corresponds to the coordination number of a site having two interaction neighbors in the plane above and two in the plane below.
Figure 1.45: Fitted susceptibility including interlayer coupling $J_\perp$, where $\chi_{\text{exp}} = \chi_{\text{theo}}^{3\text{D}} + \chi_0 + C/T$ with fitted $\chi_0 = 7 \cdot 10^{-5}$ emu/mol Cu in the temperature range $T = 200K...400K$ and $C = 1.3 \cdot 10^{-3}$ emu K/mol Cu in the temperature range $T = 0K...3K$.

In Fig. 1.45 the three dimensional susceptibility is fitted to the raw powder data. In a first step the temperature independent contribution $\chi_0$ was estimated to be $\chi_0 = -7 \cdot 10^{-5}$ emu/mol Cu almost independent of the applied parameter sets. The truncated series of $\chi^{2\text{D}}$ was used for the representation of $\chi^{3\text{D}}$ and then fitted in the temperature regime $T = 200K...400K$. In this temperature regime the description of the truncated series is sufficient to characterize the experiment quantitatively. As can be seen from Fig. 1.39 the difference between the extrapolations and the bare polynomial for $T/J_\perp > 1$ is not discernible.

The Curie-like upturn at low temperatures originating from non interacting $S = 1/2$ impurities was fitted in the temperature regime $T = 0K...3K$ with

$$\chi_{\text{imp}} = \frac{C}{T} \quad \text{leading to} \quad C \approx 0.0013 \frac{\text{emu K}}{\text{mol Cu}}.$$

(1.97)

Kageyama et al. [131] fitted a slightly larger value with $C \approx 2.7 \cdot 10^{-3} \frac{\text{emu K}}{\text{mol Cu}}$. But, they also fitted a Curie-Weiss behavior, which is neglected in this thesis. Using the obtained
values for $\chi_{\text{imp}}$ and $\chi_0$ the three-dimensional susceptibility

$$\chi^{\text{3D}}(J_1, x, J_\perp) = \frac{\chi^{\text{2D}}}{1 + 4J_\perp \chi^{\text{2D}}} + \chi_{\text{imp}} + \chi_0$$  \hfill (1.98)$$

was fitted to the raw powder data using the best extrapolations for $\chi^{\text{2D}}$.

Fig. 1.45 depicts the fitted susceptibilities for various parameter sets compared to the experimental data. Taking the values $J_1 = 85K$ and $x = 0.635$ as proposed by Miyahara et al. [129] the perpendicular interaction $J_\perp$ has to be fitted to be $J_\perp = 10K$ to obtain an agreement at least in the high temperature regime. In their publication the authors used a lower value for $J_\perp$ with $J_\perp = 8K$ and a presumably lower g-factor (not given explicitly in the publication).

The parameter set $J_1 = 83.2K$ and $x = 0.664$ taken from Weihong at al. [119] yields a nice fit down to $T \approx 80K$ using $J_\perp = 7K$. The remaining parameter sets are close to the ones published by Knetter et al. [137]. Accepting a small error in $J_1 = 71(1)K$ and $J_\perp = 17(2)K$ with $x = 0.603$ the theoretical susceptibility represents the experimental data best. The coincidence is very good down to $T \approx 40K$ which in turn means $T/J_1 \approx 0.56$. Thus, the range of applicability of the extrapolations of the HTSE data is completely exploited for the given parameter sets. Using the values proposed by Miyahara et al. and by Weihong et al. lead to an inter-plane frustration $J_\perp/J_1 \approx 10\%$. In this thesis the estimated fraction is significantly higher with $J_\perp/J_1 \approx 24\%$ due to the different values for $J_1$ and $x$, which is the best parameter set obtained by a fit of the HTSE results.

The small value for $x$ used in the best representation is much smaller than other published values, see Tab. 1.2. Concluding the fitting procedure for the susceptibility, the parameter set $J_1 = 71(1)K$, $J_\perp = 17(2)K$ and $x = 0.603$ is suggested to characterize the susceptibility of $\text{SrCu}_2(\text{BO}_3)_2$ best.

The following paragraph is dedicated to the investigation of the specific heat, where the values for the model parameters obtained from the susceptibility fits are used to describe the specific heat.

**Specific Heat** The specific heat of $\text{SrCu}_2(\text{BO}_3)_2$ was measured for low temperatures ($T = 1.3K \ldots 25K$) under various magnetic fields by Kageyama at al. [140]. In this thesis the interest is focused on the specific heat for vanishing magnetic field. The aim is to fit the extrapolations (as described above) of the HTSE data to the experimental results. A measurement of the specific heat is always sensitive not only to the magnetic degrees of freedom but also to the phononic degrees of freedom. Identifying and subtracting the phononic contributions at low temperatures is only possible if the energy scales of the magnetic and phononic subsystem differ significantly from each other. This is the case for $\text{SrCu}_2(\text{BO}_3)_2$ where in Ref. [140] a low temperature behavior of the phononic contributions to the specific heat $C_{\text{phonon}}$ was fitted assuming the well known $T^3$ scaling with $C_{\text{phonon}} \approx 0.46 \cdot T^3 \text{mJ/K}^4 \text{mol Cu-dimers}$.

The maximum of the specific heat was measured to be situated at $T_{\text{max}} = 7.5K$. Assuming the above given values for the exchange constant $J_1$ yields $T_{\text{max}} \approx 0.1J_1$. Concerning fits using HTSE data this is a very low value where quantitative predictions for the parameter
sets are hard to determine if possible at all. A side effect of the low-lying maximum concerns also the convergence of the extrapolations. Even the small increase from $x = 0.5$ as depicted in Fig. 1.37 to the values used in the following changes the convergence behavior. For $x = 0.5$ a good convergence of the extrapolations was found. The convergence for higher $x$-values is less satisfying as depicted in Fig. 1.46. For the parameter sets used in the middle and left plot the extrapolations could not be biased by the value of the gap $\Delta_{01}$. Spurious poles yield defective extrapolations. Therefore, the parameters $J_1$ and $x$ obtained from the fitting procedure of the susceptibility are used for the extrapolations of the specific heat and compared to the experiment. No attempt is made to fit the parameters independently from the values obtained by fitting to the susceptibility data. Due to the low temperatures $T < \Delta_{01}$ where the pronounced structure of the specific heat is visible the two dimensional model is sufficient to describe the experiment. In first order in $\beta$ there is also no contribution from $J_\perp$ to the specific heat. Fig. 1.47 depicts the specific heat divided by temperature versus temperature. The open circles represent the experimental data and the dashed line the fitted phononic contribution. The increase of the total specific heat with temperature up to $T_{\text{max}}$ and the rapid decrease for temperatures $T > T_{\text{max}}$ is a generic feature of spin-singlet systems with a finite spin gap, also known as Schottky anomaly. The solid lines are various extrapolations. All parameter sets chosen are not able to reproduce the position of the maximum properly. For the values $J = 72K$ and $x = 0.603$ the maximum is closest to the experimentally measured maximum. A short remark concerns the extrapolations of the parameter sets $(J_1 = 85K, x = 0.635)$ and $(J_1 = 83.2K, x = 0.664)$. Here, it was not possible to include the value of the spin gap into the extrapolations. All extrapolations were defective. One could assume a physical

![Figure 1.46: Extrapolations of the specific heat divided by temperature in experimental units: various parameter sets are shown. Only for $J = 72K$ and $x = 0.603$ the value of the gap $\Delta_{01}$ could be included. All other sets showed spurious poles leading to defective extrapolations.](image)
Figure 1.47.: Extrapolations of the specific heat compared to experimental results. The model of isolated dimers with $\Delta_{01} = 34$K is also plotted. The phonon contribution was estimated to be $C_{\text{phonon}} \approx 0.46T^3 \text{mJ/K}^4 \text{ mol Cu-dimers}$ [140].

The connected closed circles depict the results of a simple model of isolated dimers

\[ C_{\text{dimer}} = 3\left(\frac{\Delta_{01}}{T}\right)^2 \frac{e^{-\Delta_{01}/T}}{(1 + 3e^{-\Delta_{01}/T})^2} \]  

(1.99)

with the singlet-triplet gap $\Delta_{01}$. The height of the maximum is nicely reproduced but the position is at too high temperatures.

As expected, the position of the maximum of the specific heat cannot be reproduced correctly by extrapolations of the HTSE data. The values $J = 72$K and $x = 0.603$ lead to a fit which shows the best representation of the theoretical results compared to the other sets used. Taking the latter values the low temperature behavior including the gap reproduces the experimental data for $T < 3$K. With increasing temperature the theory deviates significantly from experiment. More information by means of higher orders in the series expansion are necessary to obtain a better coincidence.
1.6.6 Conclusions

Besides the problem of the low lying maximum other sources can be relevant for the discrepancy between theory and experiment. In particular, effects of spin-phonon coupling may be important. Small distortions of the dimer bonds may break their orthogonal order leading to a strong coupling between the triplet excitations and the phonons [129, 138, 141]. Thus, effects of the spin-phonon coupling may play an important role to understand the behavior of the specific heat. The following chapter addresses this particular problem. A one-dimensional system was chosen as the starting point for such investigations.

1.6.6. Conclusions

This chapter was dedicated to the investigation of the Shastry-Sutherland model and its applicability for the description of the experimental results of SrCu$_2$(BO$_3$)$_2$. The computation of the series expansion could be done up to order 8 in the inverse temperature for the specific heat and up to order 7 for the susceptibility. The complete enumeration of the Hilbert space was not possible for the system sizes under consideration. It was more efficient to use the moment-algorithm. Thus, the results could be computed in a straightforward fashion exploiting the capacities of current computers. Other methods like the linked cluster expansion method [23] need more precise knowledge of the system and its geometry. The orders achieved using the linked cluster algorithm are of the same size as or below the orders achieved in this thesis. Advanced extrapolations are necessary to represent the truncated series for quantitative predictions. With the realization of the Shastry-Sutherland model in SrCu$_2$(BO$_3$)$_2$ a detailed comparison between theory and experiment was possible. The theoretical results for the magnetic specific heat and for the susceptibility were compared to experiment. To satisfy the three-dimensionality of SrCu$_2$(BO$_3$)$_2$ a mean-field scaling ansatz was taken into account to describe the susceptibility. Including an inter-layer coupling $J_\perp$ the best fits to the susceptibility were obtained using $J_\perp = 71(1)$K, $J_\parallel = 17(2)$K and $x = 0.603$. The theory can reproduce the experiment down to very low temperatures. The Shastry-Sutherland model and its extension to three dimensions yield a consistent description of SrCu$_2$(BO$_3$)$_2$. Investigation of the data of the specific heat was more difficult due to the low-lying maximum. The above parameter set showed the best tendency to be the relevant one for SrCu$_2$(BO$_3$)$_2$. Further investigations have to be done. The most promising ansatz should be to include a spin-phonon coupling. Inclusion of this additional coupling could improve the consistency between theory and experiment.
2. Spin-Phonon System
2.1. Introduction

This chapter is concerned with the problem of a spin-system coupled to phonons. The previous chapters considered pure isolated spin-systems. Here such a spin-system is extended by the coupling to phononic degrees of freedom. This extension is motivated by the fact that an alteration of the local ordering in the lattice due to phononic degrees of freedom also influences the electronic transition matrix elements and thus the magnetic exchange couplings. The Holstein model [142] is widely used as a first ansatz to couple electronic degrees of freedom to dispersionless quantum phonons. The electrons are modeled by spinless fermions. Applying a Jordan-Wigner transformation the Holstein model can be mapped to a pure spin model. In the resulting spin model the spin-phonon coupling is restricted to the z-components of the spins. Especially in one dimension the quantum fluctuations are of great importance. Thus, an appropriate model should also include the coupling of the phonons to the spin fluctuations and not only to their z-component.

The phenomenological interest in the model of quantum phonons coupled to quantum spins has been intensified since the fundamental work of Pytte [143]. He showed that a spin-1/2 Heisenberg chain coupled to three-dimensional phonons undergoes a transition from an ungapped phase to a massive phase showing dimerization, generally referred to as spin-Peierls transition [144]. The spin-Peierls instability of quasi one-dimensional spin systems is the analogue of the Peierls instability of quasi one-dimensional metals towards lattice modulations with a wave vector \( z k_F \). Due to the coupling of the lattice degrees of freedom to the one-dimensional magnetic degrees of freedom the system can lower its energy by undergoing a phase transition into a dimerized state. The loss in elastic energy is overcompensated by the gain in magnetic energy [145].

With the synthesis of the first inorganic spin-Peierls substance CuGeO₃ [146] the interest in such systems has rekindled. Single crystals of high quality made investigations possible that were not possible for the long known organic spin-Peierls substances. The organic compounds of the TTF and TCNQ family are the most prominent examples [144].

As mentioned in the previous chapters the spin-phonon coupling is of great importance in general. Besides CuGeO₃ there are other substances like SrCu₂(BO₃)₂ [131] or (VO)₂P₂O₇ [29], to mention just a few, which show strong experimental evidence for non-negligible spin-phonon coupling [41, 129]. The experimental results show a discrepancy between the parameters fitted at \( T = 0 \) and those fitted at finite temperatures. Thus, it is of general interest to investigate and to analyze these systems in detail.

The spin-phonon model as introduced in the following section cannot be solved analytically. There are practically no analytic method to handle extended coupled systems of spins and phonons when all energy scales and coupling strengths are considered. Many numerical methods have been applied to obtain a deeper understanding. In this thesis, the spin-phonon model is investigated using a cluster algorithm to derive thermodynamical properties like the specific heat and the susceptibility by means of a high temperature series expansion.

This chapter is organized as follows. Sec. 2.2 presents the model and its known properties. In Sec. 2.3 the computational details are highlighted. The computational ansatz is different from the one used in the previous chapters. The results will be presented in Sec. 2.4 and summarized in Sec. 2.5.
2.2. Model

The isotropic spin-1/2 Heisenberg chain is extended by the coupling to phononic degrees of freedom, the quantized lattice vibrations. The phonons are treated in harmonic approximation which is valid in the low-energy limit corresponding to small displacements. The Hamilton operator for harmonically approximated phonons is given by noninteracting bosons in second quantization. For small phononic displacements the coupling of the phonons to the magnetic subsystem is sufficiently described in linear order in the displacements. Then, the Hamilton operator reads

\[
H = J \sum_i (1 + g(b_i^\dagger + b_i))S_iS_{i+1} + \omega \sum_i b_i^\dagger b_i \quad (2.1a)
\]

\[
= J \sum_i S_iS_{i+1} + \omega \sum_i b_i^\dagger b_i + J \sum_i g(b_i^\dagger + b_i)S_iS_{i+1} \quad (2.1b)
\]

\[
= H_S + H_B + H_{SB} \quad (2.1c)
\]

The magnetic exchange coupling is parameterized by \(J\), the coupling between the phononic subsystem and the magnetic subsystem is given by \(gJ\), and the energy of the dispersionless phonons is \(\omega\). The abbreviations \(H_S\), \(H_B\) and \(H_{SB}\), respectively, are used in the following. The Hamiltonian in Eq. 2.1 represents the so called bond-coupling model in contrast to the difference-coupling model. The difference coupling model is given by the Hamilton operator

\[
H_{\text{diff}} = J \sum_i (1 + g(b_{i+1}^\dagger + b_i^\dagger - b_{i+1} - b_i))S_iS_{i+1} + \omega \sum_i b_i^\dagger b_i \quad (2.2)
\]

In the difference-coupling model the spin-spin interaction depends on the distance between neighboring spins. The bond-coupling model used in this thesis describes the case where the interaction between neighboring sites depends for instance on the variation of bond angles. The phonons can be seen as vibrations of the ions mediating the super-exchange between the spin carrying ions. For instance, this corresponds to the sidegroup effects mediated through the Ge-atoms in CuGeO\(_3\) [147–149]. In Fig. 2.1 the bond-coupling model is depicted schematically.

![Figure 2.1: Schematic picture of the bond-coupling model as it is used in the present chapter](image)

Neither the difference-coupling model nor the bond-coupling model are exactly solvable. The pure phonon part \(H_B\) is diagonal and thus easy to solve. But the spin part \(H_S\)
alone already poses a problem which is hard to tackle. Therefore, numerous numerical methods have been applied to understand the spin-phonon model in detail: DMRG [150], continuous unitary transformations [151–153], exact diagonalization [154], linked cluster expansion [155], renormalization group [156] and quantum Monte Carlo [61, 153, 157–160]. Due to their one-dimensionality these models show no phase transition at finite temperatures. For \( T = 0 \) there is a phase transition from an ungapped spin fluid phase to a gapped phase showing dimerization. This transition is referred to as spin-Peierls transition as analogue to the above mentioned three-dimensional counterpart. Roughly speaking, a large spin-phonon coupling in units of the phonon energy induces dimerization whereas for small spin-phonon coupling the ungapped phase is present. Fig. 2.2 displays the zero tempera-

![Figure 2.2.](image)

Figure 2.2.: Zero temperature phase diagram of the spin-Peierls antiferromagnetic chain of spins interacting with phonons, taken from Ref. [153]. Approximate results are shown for the bond-coupling model. The solid line depicts results from a flow equation approach and the open symbols have been obtained using QMC [153]. QMC data can only be computed to the right of the dot-dashed line. ED results from Ref. [154] are given as dashed line to identify the phase transition line between the ungapped and gapped phase.

The critical spin-phonon coupling \( g_c \) is plotted versus the exchange coupling \( J \) in units of the phonon frequency \( \omega \). In their calculations the authors used a
slightly different parameterization of the spin-phonon coupling: the spin-phonon coupling $g$ used in Ref. [153] corresponds to the spin-phonon coupling $gJ$ used in this thesis. So far, the previous investigations are mainly restricted to two limits. In the adiabatic limit $\omega \ll J$ the spin system is assumed to be ‘fast’ compared to the ‘slow’ phonon system. Using approaches analogue to the ones applied by Pytte [143] and the more detailed one by Cross and Fisher [145] the model in Eq. 2.1 can be mapped to a statically dimerized model as it was discussed in Chapter 1.4. The dimerization parameter $\delta$ depends on the coupling constants of the starting Hamiltonian as given in Eq. 2.1.

The antiadiabatic limit $\omega \gg J$ can be handled by an appropriate mapping of the starting Hamiltonian to a frustrated spin model as discussed in Chapter 1.4. Thereby, also interactions of a wider range are induced and the phonon frequency is renormalized [20, 150–154]. Above a critical frustration, i.e. a next-nearest neighbor interaction, the system becomes gapped. In the limit $J/\omega \rightarrow 0$, the critical spin-phonon coupling for a phase transition from an ungapped to gapped phase is given by $g_c/\omega \approx 0.4682$ for the bond-coupling model as depicted in Fig. 2.2 using the flow equation approach [153]. In the following, only the bond-coupling model as given in Eq. 2.1 is addressed for simplicity. Investigations of the regime between the adiabatic and antiadiabatic limit with $\omega \approx J$ are difficult. So far, only a renormalization group analysis [156] and Monte-Carlo calculations [61, 153] have been done.

Beside the $T = 0$ properties also the thermodynamic behavior of the system is affected by the spin-phonon coupling. In the antiadiabatic limit it could be shown that the magnetic susceptibility can be fitted by a frustrated spin model with temperature independent couplings. But this approach fails for increasing values $J/\omega$ [61, 153]. Further investigations are necessary to understand the model under consideration in more detail. In this thesis, the thermodynamical aspects of the model are emphasized. A series expansion about the limit of vanishing $J/T$ is performed. The phononic subspace is treated exactly at each temperature. No cutoff in the phonon subspace is necessary. The resulting quantities are given as truncated series with the full dependence of the model parameters.

### 2.3. Method and Computation

The aim of this section is to calculate the partition function $Z$ of the spin-phonon system as given in Eq. 2.1. Once the partition function is obtained, quantities like the free energy, the specific heat or the susceptibility can easily be derived from $Z$. An ordinary high temperature series expansion, as was done in the previous chapters for the isolated spin models, is not possible. The expansion in the inverse temperature would lead to a divergence in the phonon subspace. In the limit of infinite temperature the phonon occupation number diverges. For this reason, we chose to perform a formal expansion in the exchange coupling $J$, where the phonon subspace is treated exactly. Compared to other methods like QMC or ED no cutoff of the phonon subspace is necessary. The full phonon dynamics are taken into account. To our knowledge, this is the first approach of a cluster expansion about the limit $J = 0$ at finite temperatures, where no approximation in the phonon subspace is necessary.
The Hamilton operator 2.1 is split into its diagonal part $H_0$ and a perturbation $V$ with

$$H = H_0 + J V = H_B + (H_S + H_{SB})$$
$$= \omega \sum_i b_i^\dagger b_i + J \sum_i (1 + g (b_i^\dagger + b_i)) S_i S_{i+1}$$

The diagonal part $H_0$ is exactly solvable describing free dispersionless (Einstein) phonons. The perturbation $V$ includes the isolated magnetic part and the spin-phonon interaction. The standard way to treat such a problem is to change to the interaction representation where the off-diagonal perturbation governs the non-trivial dynamics of the system. In this framework the partition function is given as an infinite series in the expansion parameter $J$

$$Z = \text{tr} \left\{ e^{-\beta H} \right\} = Z_0 \left\{ 1 + \sum_{n=1}^{\infty} (-J)^n \int_0^{\tau_{n-1}} \cdots \int_0^{\tau_n} \langle \tilde{V}(\tau_1) \cdots \tilde{V}(\tau_n) \rangle \right\},$$

where the following abbreviations have been used: the unperturbed part $H_0$ of the Hamiltonian 2.3 leads to the exactly solvable contribution $Z_0$ to the partition function

$$Z_0 = \text{tr} \left\{ e^{-\beta H_0} \right\} = 2^N \left\{ \prod_i \left( \sum_{n_i} e^{-\beta \omega n_i} \right) \right\} = 2^N z_0^N$$

with $z_0 = 1/(1 - e^{-\beta \omega})$ and the phonon occupation number $n_i = b_i^\dagger b_i$. The system size is denoted by $N$. The perturbation $V$ given in the interaction representation as $\tilde{V}$ reads

$$\tilde{V}(\tau) = e^{\tau H_0} V e^{-\tau H_0}$$

$$= \sum_i S_i S_{i+1} \left( 1 + g e^{\tau H_0} (b_i^\dagger + b_i) e^{-\tau H_0} \right)$$
$$= \sum_i S_i S_{i+1} \left( 1 + g \left( b_i^\dagger e^{\omega \tau} + b_i e^{-\omega \tau} \right) \right).$$

The angular brackets in Eq. 2.4 are an abbreviated notation for

$$\langle \tilde{V}(\tau_1) \cdots \tilde{V}(\tau_n) \rangle = \frac{1}{Z_0} \text{tr} \left\{ e^{-\beta H_0} \tilde{V}(\tau_1) \cdots \tilde{V}(\tau_n) \right\}.$$
The resulting integrals can be solved exactly with

\[ l \neq 0 : \int_0^{x_{l-1}} dx_n x_n^k e^{lx_n} = k! \left( -\frac{1}{l} \right)^{k+1} + \sum_{j=0}^{k} (-1)^j \frac{k!}{j! (k-j)!} x_{l-j}^{k-j} e^{lx_{l-j-1}} \]  

(2.9a)

\[ l = 0 : \int_0^{x_{l-1}} dx_n x_n^k = \frac{1}{k+1} x_{l-1}^{k+1}. \]  

(2.9b)

These equations allow an iterative evaluation of the multiple integrals entering the partition function \( Z \).

A useful check of the calculations is the limit \( g = 0 \). This special case yields

\[ Z_{g=0} = Z_{\text{isol. phonons}} Z_{\text{isol. spins}} = z_0^N z_{\text{isol. spins}}. \]  

(2.10)

As check, the results of the isolated spin model can be compared to results obtained previously, see Chapter 1.4.

### 2.3.1. Cluster Expansion

So far, the equations for calculating the partition function are given. To calculate the quantities under consideration an efficient method to implement the calculations in a computer program is necessary. A first ansatz would be to use the methods presented in the previous chapters. They make use of the fact that once an observable \( O \) has been applied \( n \) times to an appropriate starting state \( |S_i\rangle \) one can obtain the physically relevant results up to order \( 2n \). A simple scalar product of the resulting state is performed, e.g. \( \langle S_i | O^n | S_i \rangle = \langle S_i | O^{2n} | S_i \rangle \) leading to the \( (2n) \)th order result. For the actual system using the interaction representation this method is not applicable, mainly due to the infinite Hilbert space of the phonons. Furthermore, the multiple integrals entering the calculations forbid such an approach.

The next idea coming into mind is the linked cluster expansion algorithm [23]. The key idea is to restrict calculations to finite connected clusters. To obtain the contribution of the calculations made for a finite cluster to an observable in the infinite system, all results previously obtained for the connected subclusters of the cluster at hand have to be subtracted. The identification of the clusters and their subclusters is a very sophisticated problem.

Due to the one-dimensionality of the system under consideration a simple cluster algorithm will be used (for an instructive review see Ref. [161]). Therein not only the connected clusters are taken into account but also the disconnected clusters. The problem of subtracting subclusters occurring in the linked cluster expansion algorithm is replaced by the evaluation of the lattice constants for a given cluster, for details see below.

The cluster expansion technique is a systematic method to perform high order perturbation expansions. It can be applied best to systems that are described by a Hamilton operator
which can be expressed as a sum of local operators
\[ H = \sum_{k} h_k. \] (2.11)

The index \( k \) runs over all pairs of sites that are connected by the given interaction expressed by the local operator \( h_k \). Such a local interaction stands for a bond of a cluster. In the present problem only bonds between nearest-neighbor sites are involved. Multiple applications of such local operators lead to clusters whose contributions have to be calculated. A multiple application of the same local operator is denoted in the cluster representation as the multiplicity of the associated link.

The first step in the calculations is to identify all contributing clusters in each order of the expansion. The next step involves the evaluation of their weights, i.e. calculating the trace and the integrals as given in Eq. 2.4 for the cluster studied. In a last step, the number of embeddings of the given cluster in the system has to be determined, commonly referred to as the lattice constant.

To this end, the system size is set to \( N \), where \( N \) is assumed to be infinitely large. Finally, only contributions proportional to \( N \) have to be taken into account because the physical quantities are extensive.

For connected clusters where all involved sites are connected by at least one link the lattice constant \( l_c \) is simply \( N \). Disconnected clusters consist of isolated connected clusters and their lattice constant in one dimension is given by

\[ l_c = \frac{N}{S} \prod_{i=1}^{c-1} (N - (b + i)) = (-1)^{c-1} \frac{N}{S} \prod_{i=1}^{c-1} (b + i) + \mathcal{O}(N^2), \] (2.12)

where \( c \) is the number of connected clusters, \( b \) the number of links involved and \( S \) accounts for a symmetry factor, which is the number of permutations which leave the cluster unchanged. Fig. 2.3 depicts a disconnected cluster occurring in the 10th order calculations.

Figure 2.3.: Example of a disconnected cluster in 10th order: the numbers above the links denote their multiplicity.

With \( c = 4 \), \( b = 4 \) and \( S = 2 \cdot 2 \) the lattice constant is \( l_c = -\frac{N}{2}5 \cdot 6 \cdot 7 + \mathcal{O}(N^2) = -\frac{105}{2}N + \mathcal{O}(N^2) \). A step by step consideration putting in each connected cluster one after another into the system of size \( N \) leads to a lattice constant of \( N \) for the first cluster, the lattice constant for the second cluster evaluates to \( N - 3 \cdot 2 \), where the factor of 3 accounts for the three links which are prohibited by the first cluster and the factor of 2 for the remaining two clusters. The third cluster then multiplies with \( N - 6 \) and the last with \( N - 7 \). Multiplying all lattice constants and dividing by a symmetry factor of 4, originating from the interchange of the clusters with same multiplicities, lead to the above
result. In the following, only the contribution of the lattice constant proportional to \( N \) is given. Higher orders in \( N \) are irrelevant for extensive results. The following two sections are dedicated to the description of the calculational details for the free energy and for the susceptibility.

### 2.3.2. Free Energy

The free energy per site \( f \) is derived from the partition function using standard relations from statistical physics

\[
f = F/N = -\frac{1}{\beta} \frac{1}{N} \ln Z . \tag{2.13}
\]

To obtain the expansion for the free energy the expansion of the partition function 2.4 is considered exemplarily up to 4th order in \( J \)

\[
Z = Z_0 \left( 1 - \frac{Z_1}{Z_0} J + \frac{Z_2}{Z_0} J^2 - \frac{Z_3}{Z_0} J^3 + \mathcal{O}(J^4) \right) , \tag{2.14}
\]

where \( Z_i \) are the contributions in \( i \)th order to \( Z \). An expansion of the logarithm of the partition function about the limit \( J = 0 \) yields

\[
\frac{1}{N} \ln Z = \frac{1}{N} \left\{ \ln Z_0 - \frac{Z_1}{Z_0} J + \left( \frac{Z_2}{Z_0} - \frac{1}{2} \frac{Z_1^2}{Z_0^2} \right) J^2 \right. \\
- \left. \left( \frac{Z_3}{Z_0} + \frac{1}{3} \frac{Z_1 Z_2}{Z_0^2} + \frac{1}{3} \left( \frac{2Z_2 Z_0 - Z_3}{Z_0^3} \right) \right) J^3 + \mathcal{O}(J^4) \right\} . \tag{2.15}
\]

So, once the contributions \( Z_i \) to the partition function are evaluated the free energy series expansion can be derived from Eq. 2.15.

In each order of expansion, the clusters with nonvanishing weight have to be identified. In the first order of expansion these are the clusters consisting of one link with multiplicity one. Considering the relevant operator \( \tilde{V} \) describing the clusters as given in Eq. 2.6 only clusters with links with multiplicity two or more yield nonvanishing contributions. For the pure spin part \( H_S \) a cluster with a link with multiplicity one vanishes under the trace. The phonon part in \( \tilde{V} \) also needs at least a multiplicity of two per link to have a phonon excited and de-excited on a given link resulting in a nonvanishing matrix element in the trace. Thus, the pure phonon part contributes only for even multiplicities, but for the full problem the coupling to the spin system leads also to contributions for odd multiplicities greater equal two. Thus, the first order contribution \( Z_1 \) to the partition function \( Z \) is zero.

The connected clusters of length \( p \) are given by the clusters depicted in Fig. 2.4 with multiplicities \( m_i \geq 2 \). The order of expansion to which such a cluster contributes is the sum of its multiplicities \( m_i \). Up to order 16 in \( J \) there are 858 connected clusters. The disconnected clusters are obtained by combining the connected clusters. Up to order 16 in \( J \) 2579 disconnected clusters have to be evaluated.

In Tab. 2.1 all clusters contributing to the 6th order of expansion of \( Z \) are listed. In the left column the clusters are depicted and in the right column the appropriate lattice constants
are given. The connected cluster in the second row has a lattice constant of $l_c = 2N$ because the 'mirrored' cluster with multiplicities $(2,4)$ instead of $(4,2)$ yields the same contribution to $Z_6$ and thus is not needed to be distinguished explicitly in the listing. As can be seen from Eq. 2.12 negative lattice constants can also be obtained in order $N$.

$$p_c = \frac{(\sum_{i=1}^{p} m_i)!}{\prod_{i=1}^{p} (m_i!)}$$

Table 2.1.: Contributing clusters in the 6th order expansion of the free energy: the lattice constant $l_c$ and the number of permutations $p_c$ are listed.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>$p_c$</th>
<th>$l_c[N]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_1 m_2 m_3 \ldots m_{p-1} m_p$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$m_1 m_3 m_2$</td>
<td>15</td>
<td>2 (symmetry)</td>
</tr>
<tr>
<td>$m_2 m_2 m_2$</td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td>$m_3 m_2$</td>
<td>90</td>
<td>1</td>
</tr>
<tr>
<td>$m_2 m_2$</td>
<td>15</td>
<td>$-3$</td>
</tr>
<tr>
<td>$m_3 m_3$</td>
<td>20</td>
<td>$-\frac{2}{3}$</td>
</tr>
<tr>
<td>$m_2 m_2 m_2$</td>
<td>90</td>
<td>$-4$</td>
</tr>
<tr>
<td>$m_2 m_2 m_2$</td>
<td>90</td>
<td>$\frac{10}{3}$</td>
</tr>
</tbody>
</table>

The middle column represents the most time consuming part in the calculations: the number of permutations $p_c$. The clusters are a shorthand notation for the local operators which have to be taken into account. But the cluster notation does not account for the various possibilities to arrange the local operators. The number of permutations $p_c$ is given by

$$p_c = \frac{(\sum_{i=1}^{p} m_i)!}{\prod_{i=1}^{p} (m_i!)}. \quad (2.16)$$

The more links are involved the larger is the number of permutations. For each permutation the weight of the cluster has to be calculated. The number of permutations for a given cluster can reach numbers of order $10^7$ in the calculations of the 13th order of the free energy. Connected and disconnected clusters need not to be considered separately because only the links and their multiplicities are required to evaluate the number of permutations. The invariance of the trace under cyclic permutations can be exploited to evaluate the spin trace using the result from calculations of cyclic equivalent permutations. For the phonon part it is not obvious how to simplify the explicit evaluation. The arrangement of
the operators is important due to the multiple integrals entering the calculations for the partition function $Z$ in Eq. 2.4. The identification of the contributing clusters and the evaluation of their weights were implemented in a computer program. Using fraction of integers to represent the results, the free energy was calculated up to order $11$ in $J$. Jaan Oitmaa was able to obtain results up to order $13$ in $J$ [162]. He used floating point arithmetics in his program to store the results. Using floats instead of fractions of integers accelerates the program significantly leading to higher orders. The results up to order $J^{11}$ are listed in App. A.5. Up to order $J^{11}$ the results are given as fractions of integers. To illustrate the result the first orders of the free energy series are given by

$$
-\beta f = \frac{1}{N} \ln(Z) = \ln z_0 + J \left( \frac{3}{32} \beta^2 + \frac{3}{16} \frac{g^2 \beta^3}{\omega} \right) 
+ J^3 \left( \frac{1}{64} \beta^3 + \frac{3}{32} \frac{g^2 \beta^2}{\omega} \right) + J^4 \frac{1}{256} \left( -\frac{5}{4} \beta^4 + \frac{6}{g^2 \beta^3}{\omega} \right) 
+ \left( 24z_0^2 - 24z_0 + 6 \right) \frac{g^2}{\omega^2} \beta \left( -48z_0 + 24 \right) \frac{g^2}{\omega^2} \beta^2 
+ \left( 12 - 24z_0 \right) \frac{g^2}{\omega^3} + 48 \frac{g^2}{\omega^2} \beta \right) + O(J^5). \quad (2.17)
$$

### 2.3.3. Susceptibility

The series expansion of the susceptibility is obtained from the previous considerations by incorporating slight changes. In a first step, the unperturbed Hamilton operator $H_0$ is modified leading to a modified free energy series expansion. In a second step, the susceptibility can be derived from the free energy series in a simple way which will be explained in detail. At the end of this section, a separate paragraph is dedicated to the explicit calculation for a given cluster to illustrate the details of the calculation and their computational complexity.

The unperturbed part $H_0$ of the Hamilton operator 2.3 is extended by a magnetic field term leading to

$$H_0 = \omega \sum_i b_i^\dagger b_i - h \sum_i S_i^z = H_B - hM \quad (2.18)$$

with the magnetic field $h$ given in units of $g\mu_B$. The additional term proportional to the magnetization $M$ commutes not only with the free phonon part $H_B$ but also with the perturbation $V$ as given in Eq. 2.3. Thus, the expression for $V(\tau)$ in Eq. 2.6 is unchanged compared to the previous investigations. Only $H_0$ has a slightly different meaning.

The partition function in Eq. 2.4 is still the same except the zeroth order contribution $Z_0$. Following Eq. 2.18 $Z_0$ can be calculated exactly

$$Z_0 = \text{tr} \left( e^{-\beta H_0} \right) = \text{tr} \left( e^{-\beta H_0} e^{\beta hM} \right) = z_0^N \left( 2 \cosh \left( \frac{\beta h}{2} \right) \right)^N. \quad (2.19)$$
2.3.3 Susceptibility

Taking the logarithm of the partition function $Z$ yields

$$\frac{1}{N} \ln Z = \ln z_0 + \ln \left( 2 \cosh \left( \frac{\beta h}{2} \right) \right) + \sum_{n=1}^{\infty} (-J)^n \left\{ \frac{\partial}{\partial \tau_0} \cdots \frac{\partial}{\partial \tau_{n-1}} \tilde{V}(\tau_1) \cdots \tilde{V}(\tau_n) \right\}$$  \hspace{1cm} (2.20)

with $z_0$ as given in Eq. 2.5. The angular brackets $\langle \cdots \rangle$ denote the coefficients proportional to $N$ in the trace, see Eq. 2.7. To derive the susceptibility the above equation has to be differentiated twice with respect to the magnetic field $h$. Finally $h$ is set to zero.

$$T \chi = \frac{1}{\beta^2} \frac{\partial^2}{\partial h^2} \left( \frac{1}{N} \ln Z \right) \bigg|_{h=0}$$  \hspace{1cm} (2.21)

The last term in Eq. 2.20 can formally be expanded in powers of $\beta h$

$$\sum_{n=1}^{\infty} (-J)^n \left\{ \frac{\partial}{\partial \tau_0} \cdots \frac{\partial}{\partial \tau_{n-1}} \tilde{V}(\tau_1) \cdots \tilde{V}(\tau_n) \right\} = a_0 + a_2 (\beta h)^2 + O((\beta h)^4)$$  \hspace{1cm} (2.22)

leading to the susceptibility

$$T \chi = \frac{1}{4} + 2a_2.$$  \hspace{1cm} (2.23)

Thus, the coefficient of $(\beta h)^2$ in Eq. 2.22 has to be evaluated in order to obtain the susceptibility series.

The equations to obtain the susceptibility are derived. Now, the clusters contributing in each order of expansion have to be identified. In contrast to the free energy series, for the susceptibility also clusters contribute which have links with multiplicity one. Thus, the connected clusters are determined in the same way as for the free energy except that multiplicities $m_i$ of one are allowed. This is due to the fact that the incorporation of the magnetization $M$ lead to nonvanishing contributions in the pure spin sector even for clusters which contain links with multiplicity one. Up to order 14 in $J$ there are 8328 connected clusters which have to be evaluated.

Disconnected clusters are generated using the connected and disconnected clusters of the free energy series and combining them with the connected clusters of the susceptibility series. Only for one connected cluster in a given disconnected cluster array links with multiplicity one are allowed. Up to order 14 in $J$ 11437 disconnected clusters exist with nonvanishing contributions to the susceptibility.

Tab. 2.2 depicts all contributing clusters in 4th order of expansion of the susceptibility. In contrast to the free energy series more clusters contribute in each order. Already in 4th order more clusters have to be taken into account than in 6th order for the free energy.

With the use of fractions of integers the susceptibility could be expanded up to order 10 in $J$. Jaan Oitmaa was able to reach the 12th order of expansion using floating point
List of contributing clusters in the 4th order expansion of the susceptibility. The lattice constant $l_c$ and the number of permutations $p_c$ are listed.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>$p_c$</th>
<th>$l_c[N]$</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Cluster" /></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><img src="image" alt="Cluster" /></td>
<td>4</td>
<td>2 (symmetry)</td>
</tr>
<tr>
<td><img src="image" alt="Cluster" /></td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td><img src="image" alt="Cluster" /></td>
<td>12</td>
<td>2 (symmetry)</td>
</tr>
<tr>
<td><img src="image" alt="Cluster" /></td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td><img src="image" alt="Cluster" /></td>
<td>24</td>
<td>1</td>
</tr>
<tr>
<td><img src="image" alt="Cluster" /></td>
<td>4</td>
<td>$-3$</td>
</tr>
<tr>
<td><img src="image" alt="Cluster" /></td>
<td>6</td>
<td>$-4$</td>
</tr>
<tr>
<td><img src="image" alt="Cluster" /></td>
<td>12</td>
<td>$-4$</td>
</tr>
</tbody>
</table>

Table 2.2.: Contributing clusters in the 4th order expansion of the susceptibility. The lattice constant $l_c$ and the number of permutations $p_c$ are listed.

The first orders of expansion are given by

$$
T \chi = \frac{1}{4} - \frac{1}{8} J \beta - \frac{1}{16} J^2 \beta g^2 \frac{\omega^2}{\omega^2} + \frac{1}{96} J^3 \beta^3 \\
+ \frac{1}{1536} J^4 \left( 5 \beta^4 + 24 \frac{g^2 \beta^3}{\omega^2} + \left( 72 z_0^2 + 72 z_0 \right) \frac{g^4}{\omega^2} \right) \\
+ \frac{(-96 + 192 z_0) g^2}{\omega^2} \beta^2 + \left( 72 z_0 - 36 \right) \frac{g^4}{\omega^3} - 192 g^2 \frac{g^2}{\omega^3} \beta \right) \\
+ O(J^5) .
$$

A first conclusion can already be drawn from the above equation. The modulus of the Curie-Weiss temperature for antiferromagnetic systems increases by the coupling of the spins to the phonons. The Curie-Weiss temperature is extracted from Eq. 2.24, yielding

$$
\Theta_{CW} = - \left( \frac{1}{2} J + \frac{1}{4} J^2 \frac{g^2}{\omega} \right) .
$$

Example In this paragraph the contribution of a given cluster is calculated as an example. The chosen cluster contributes to second order in the expansion of the free energy and of the susceptibility, respectively. The main equations and the main results are given to illustrate the way the calculations are performed. The implementation in a computer
Figure 2.5.: Example of a cluster in second order of the expansion. The numbers below enumerate the sites involved, the number above denotes the multiplicity of the link.

program is straightforward, but still a complex task due to the fact that the calculations involve symbolic operations, in particular the evaluation of multiple integrals.

The connected cluster depicted in Fig. 2.5 has a lattice constant $N$ and one permutation of the local operators has to be evaluated, following Eq. 2.16. To calculate its weight the cluster translates to the following term

$$
\bullet \overset{2}{\bullet} \quad \equiv \quad \int_0^\beta d\tau_1 \int_0^\beta d\tau_2 (\tilde{V}(\tau_1)\tilde{V}(\tau_2)) \quad \text{with} \quad (2.26a)
$$

$$
\tilde{V}(\tau_1)\tilde{V}(\tau_2) \quad = \quad (S_1 S_2)^2 \left( 1 + g^2 \left(b_1^* b_1 e^{\omega(\tau_1 - \tau_2)} + b_1^* b_1 e^{-\omega(\tau_1 - \tau_2)} \right) \right). \quad (2.26b)
$$

As can be seen from the above term the computation of the trace factorizes, i.e. the trace in the spin subspace can be calculated separately from the trace in the phonon subspace. The angular brackets $\langle \cdots \rangle$ serving as an abbreviated notation for the trace can thus be written as

$$
\langle \tilde{V}(\tau_1)\tilde{V}(\tau_2) \rangle \quad = \quad \frac{1}{Z_0} \text{tr}_{\text{spin}} \left\{ e^{\beta h M} (S_1 S_2)^2 \right\} . \quad (2.26c)
$$

$$
\cdot \text{tr}_{\text{phonon}} \left\{ e^{-\beta H_{\text{ph}}} \left( 1 + g^2 \left(b_1^* b_1 e^{\omega(\tau_1 - \tau_2)} + b_1^* b_1 e^{-\omega(\tau_1 - \tau_2)} \right) \right) \right\} .
$$

The phonon trace and the multiple integrals yield

$$
\int \int \text{tr}_{\text{phonon}} \{ \cdots \} \quad = \quad \int_0^\beta d\tau_1 \int_0^\beta d\tau_2 z_0^N \left( 1 + g^2 z_0 \left(e^{-\beta \omega \omega(\tau_1 - \tau_2)} + e^{-\omega(\tau_1 - \tau_2)} \right) \right) \quad (2.26d)
$$

$$
= \quad z_0^N \left( \frac{1}{2} \beta^2 + g^2 \frac{\beta}{\omega} \right). \quad (2.26e)
$$

The spin trace contributes with the following term

$$
\text{tr}_{\text{spin}} \left\{ e^{\beta h M} (S_1 S_2)^2 \right\} \quad = \quad \left( 2 \cosh \left( \frac{\beta h}{2} \right) \right)^{N-2} \quad \text{tr}_{12} \left\{ e^{\beta h (S_1^2 + S_2^2)} (S_1 S_2)^2 \right\} \quad (2.26f)
$$

$$
= \quad \left( 2 \cosh \left( \frac{\beta h}{2} \right) \right)^N \left( \frac{1}{2 \cosh \left( \frac{\beta h}{2} \right)} \right)^2 \left( \frac{9}{16} + \frac{1}{16} e^{\beta h} + \frac{1}{16} e^{-\beta h} \right) \quad (2.26g)
$$

$$
= \quad \left( 2 \cosh \left( \frac{\beta h}{2} \right) \right)^N \left( \frac{3}{16} - \frac{1}{32} (\beta h)^2 + O \left( (\beta h)^4 \right) \right). \quad (2.26h)
$$
Thereby, the trace $\text{tr}_{1,2}$ is restricted to the subspace with two sites only. In the last equation the $\cosh$ was expanded yielding the result up to order $(\beta h)^2$. Putting all results together and using only the coefficient of $(\beta h)^2$ the contribution to the susceptibility for the cluster in Fig. 2.5 is given by Eq. 2.23 and leads to

$$T\chi_2 = -\frac{1}{16} J^2 \left( \beta^2 + \frac{\beta}{\omega} \right).$$

(2.26i)

The calculation steps performed in this paragraph are always of the same type for different clusters. Implemented in a computer program a cluster is chosen and an outer loop accounts for the permutations whose weights are evaluated. For increasing cluster length the number of permutations also increases resulting in time consuming evaluations, especially in higher orders. Up to 8th order the weights are evaluated in minutes. The necessary cpu time for the calculation of the weights of clusters in higher orders can be as high as a week, depending on the number of permutations which have to be evaluated.

2.4. Results

In this section the results for the susceptibility and the specific heat are presented in separate paragraphs. The bare truncated series will render a first impression of the behavior of the quantities under consideration for various sets of parameters. For quantitative predictions the truncated series are not sufficient as it will be seen in the following. Extrapolation techniques are necessary to improve the representation of the results away from the limit of expansion. Setting the overall energy scale to the magnetic exchange coupling $J$ the expansion about the limit $J = 0$ can also be seen as a formal expansion about $\beta J = 0$, by considering the expansion of the partition function $Z = \text{tr}(e^{-\beta H})$ where $H$ is the Hamilton operator 2.1 in units of $J$. Thus, high temperatures $T > J$ will be well described by the truncated series, but especially in the low temperature regime the truncated series will not be able to provide quantitative predictions. There is not as much information available to bias the spin-phonon system as there was for the pure spin systems. The results presented in this thesis will be benchmarked relative to QMC data for selected sets of parameters. The QMC data is made available by C. Aits [159]. No explicit citations are made in the following for the comparison to QMC data.

The main focus in the representation of the results is laid on the influence of the spin-phonon coupling compared to the pure spin system. As a reference the exact result of the isotropic Heisenberg model [3, 163, 164] is depicted in the figures for the susceptibility. The specific heat is compared to the specific heat of free phonons, obeying the Dulong-Petit law for high temperatures superposed with the exactly known result for $C(T)$ of the Heisenberg model.

2.4.1. Susceptibility

The magnetic susceptibility is of special interest since this quantity is in most cases easily accessible experimentally. Prominent examples are the spin-Peierls substance CuGeO₃.
Figure 2.6.: Truncated series of the susceptibility: various sets of parameters are shown. The exactly known results for the Heisenberg model serve as a reference. The left panels illustrate the adiabatic limit whereas the right panels show the results in the antiadiabatic limit.

or (VO)$_2$P$_2$O$_7$ which shows strong experimental evidence for non-negligible spin-phonon coupling [41]. Concerning (VO)$_2$P$_2$O$_7$ investigations [60] showed that the thermodynamic magnetic quantities are affected only little by the inclusion of a spin-phonon coupling. Thus, static models like the dimerized and/or frustrated spin chain can yield already a good description of such quantities. But these static models can also be seen as effective models which implicitly contain the effects of a spin-phonon coupling. Thus, further investigations where the spin-phonon coupling is explicitly taken into account are necessary. Especially the magnetic susceptibility of CuGeO$_3$ has been studied extensively with the result that above the spin-Peierls transition at $T = 14$K [146] the experiment can be fitted well by a frustrated Heisenberg model [7, 165, 166]. It is often objected, however, that the agreement might be accidental as no interchain interaction and no spin-phonon couplings are taken into account. The model under consideration in this thesis is certainly too simple to be a realistic model for CuGeO$_3$. But it constitutes a valid testing ground to assess the effect of the coupling to dynamic phonons.
In the antiadiabatic limit $\omega \gtrsim J$ detailed investigations were done on the susceptibility. Using the flow equation approach [167] the authors could map the spin-phonon chain onto a frustrated spin chain with temperature dependent spin-spin couplings [153]. Having obtained the temperature dependent couplings they served as input for the HTSE data discussed in Chapter 1.4. It was shown that the susceptibility is only little affected by the temperature dependence of the coupling constants. Thus it can be neglected and a static model is well justified. This finding is in agreement with previous results [60]. In the adiabatic limit $\omega \lesssim J$ the authors expect the temperature dependence to be important, i.e. an effective static model is expected not to be valid to describe the spin-phonon model.

In Fig. 2.6 the truncated susceptibility series is depicted for various parameter sets. The energy scales are given in units of the magnetic exchange coupling $J$. The general feature of diverging results for temperatures below $T \lesssim 1.5J$ is expected for the truncated series. But the qualitative behavior of the susceptibility is already discernible. The exact result of the Heisenberg model serves as a reference to illustrate the effects of the additional coupling to the phonons.

The left panels depict the adiabatic regime and the right panels illustrate the antiadiabatic limit. The following conclusions can already be drawn in the temperature regime $T \gtrsim 1.5J$ from the truncated series alone: fixing the phonon frequency $\omega$ the overall height of the susceptibility is lowered for increasing spin-phonon coupling $g$. Such a behavior can be understood from an increasing effective coupling $J_{\text{eff}} = J(1 + g\langle b^\dagger b \rangle)$ which shifts the whole susceptibility to lower temperatures compared to the result of the Heisenberg model. For fixed spin-phonon coupling and increasing phonon frequency $\omega$ this effect becomes less pronounced. For increasing phonon frequency the magnetic and phononic degrees of freedom decouple more and more, due to the different energy scales. Thus, for $\omega \to \infty$ and fixed $g$ the magnetic properties are again dominated by the antiferromagnetic Heisenberg model.

So far, one of the most interesting features of the susceptibility e.g. concerning fitting procedures is not reproduced by the truncated series: the maximum. Especially the height and the position of the maximum are of great interest. The truncated series alone does not describe the maximum as depicted in Fig. 2.6. Extrapolations are necessary to extend the representation of the results beyond the radius of convergence of the truncated series. For the susceptibility the same extrapolation techniques are applied as for the pure spin models in the preceding chapters and as described in Sec. 1.3. Basically, the truncated series is extrapolated using Dlog-Padé approximants in an Euler-transformed variable. In contrast to the pure spin models the extrapolations of the results of the spin-phonon model cannot be performed in the inverse temperature $\beta$, but in the magnetic exchange coupling $J$. This in turn means, that for each temperature point a separate extrapolation in $J$ has to be done. Using standard routines from computer algebra programs this poses no more problems than the previous extrapolations in $\beta$.

Another restriction concerns the information about the behavior of the magnetic susceptibility in the low temperature regime. Following the phase diagram depicted in Fig. 2.2 only a decision can be made whether for a given set of parameters the system is gapped or not. The size of the gap or a power law behavior as it is known for the pure spin models is so far
Figure 2.7.: Dlog-Padé extrapolations of the susceptibility: various orders are compared for three different sets of parameters. In the upper two panels the chosen parameters correspond to the gapped regime whereas the lower panels depict results in the ungapped regime.
not known. In the antiadiabatic regime, where the spin-phonon model can be mapped to a frustrated Heisenberg model, the gap could be extracted using the results from a high order series expansion about the limit of isolated dimers as it was done in Chapter 1.4. Here, we refrain from performing such an analysis, because no comparison with static models will be done. Such investigations are published in Ref. [153].

![Graph showing susceptibility extrapolations](image)

**Figure 2.8:** Dlog-Padé extrapolations of the susceptibility compared to QMC data: the left plot shows data for the values $g = 0.66$, $\omega = 0.66J$ (gapped phase), and the right plot depicts the parameters $g = 0.44$, $\omega = 0.88J$ (ungapped phase).

As a first approach to the extrapolations the unbiased Dlog-Padé extrapolations are investigated. Fig. 2.7 shows an overview of the susceptibilities obtained for three different sets of parameters. For $\omega = 0.5$, $g = 0.4$ (upper panel), $\omega = 1$, $g = 1$ (middle panel), and $\omega = 1$, $g = 0.2$ (lower panel), respectively, the results of the Dlog-Padé extrapolations are shown. The upper two panels correspond to results in the gapped regime, whereas in the lower panel the parameters correspond to the ungapped regime, see the phase diagram in Fig. 2.2. The left panels depicts the extrapolations of order $[n, 2]$ and the right panels the extrapolations of order $[n, 4]$. A general feature is the reliably described position and height of the maximum for both orders of extrapolations, justified by the self-consistency of the results for various orders of the extrapolations. As can be directly seen from the figure, the $[n, 4]$ extrapolations converge better than the $[n, 2]$ extrapolations for increasing order. Higher orders or odd orders in the denominator are likely to produce spurious poles. Thus, the $[n, 4]$ extrapolations are used in the following to represent the susceptibility for all para-
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metersets used in this thesis. For temperatures \( T < 0.2J \) no results are depicted due to spurious poles in the extrapolations in \( J \). The range of validity of the \([n, 4]\) extrapolations can be estimated to \( T \gtrsim 0.25J \) independent of the parameter sets used in this thesis.

The results are compared to data obtained by QMC. For two different sets of parameters Fig. 2.8 compares the \([7, 4]\) extrapolations of the HTSE results with the QMC data. The values \( g = 0.66, \omega = 0.66J \) in the left panel are results for the gapped phase, and the values \( g = 0.44, \omega = 0.88J \) in the right panel correspond to the ungapped regime. The consistency between both methods is very good. For temperatures above \( T/J \gtrsim 0.2 \) the results coincide. Below \( T \lesssim 0.2J \) the QMC data deviate from the HTSE results. For low temperatures reliable QMC data is difficult to obtain since an infinitely large number of updates need to be performed to obtain precise results. The calculations also suffer from finite size effects. Thus, significant error bars have to be taken into account in that temperature regime. The extrapolations of the HTSE results also suffer from inaccuracies in the low temperature regime. This is mainly due to spurious poles in the extrapolations.

In the Dlog-Padé extrapolations the approximants have to be integrated with respect to \( J \) for each temperature point, see Sec. 1.3.1. For \( T \leq 0.1J \) spurious poles occur in the integration interval leading to defective extrapolations. For clarity these defective extrapolations are shown as dotted lines. The conclusion which can be drawn from the comparison between HTSE and QMC is that the consistency between these two methods is very good for temperatures above \( T \gtrsim 0.2J \). The position and the height of the maximum of the susceptibility can be described reliably.

Figure 2.9.: Dlog-Padé extrapolations of the susceptibility: the extrapolations are performed in the magnetic exchange coupling \( J \) at fixed temperature. Results for the values \( g = 0.5 \) (left panel) and \( g = 1 \) (right panel) are depicted for temperatures \( T = 0.2\omega, \ldots, 1\omega \).
Without the explicit knowledge of the behavior of $\chi(J \to \infty)$ the Dlog-Padé extrapolations for given temperature, spin-phonon coupling, and phonon frequency are investigated further in the following. Fig. 2.9 shows various extrapolations for $4T\chi(J)$ for fixed temperatures $T = 0.2\omega, 0.4\omega, \ldots, 1\omega$. The extrapolations are all of the type $[n,4]$ but no explicit distinction is made. The solid lines always refer to the extrapolations of order $[7,4]$. To obtain the temperature dependent susceptibility, the appropriate values for $J$ and $\omega$ are used to extract $\chi(T)$ for a given temperature $T$. For instance, fixing $J$ and $\omega = J$ the results derived from the extrapolations in the left panel corresponds to the ungapped phase whereas in the right panel the result in the gapped regime is obtained. In doing so, the temperature dependent susceptibility is obtained by reading off the values $4T\chi(J)$ at the position $J/(\omega + J) = 1/2$ for a given temperature.

So far, no information about the behavior of the susceptibility is built in due to the lack of such information. Already the unbiased Dlog-Padé extrapolations yield convincing results down to fairly low temperatures. But it is expected that the inclusion of information about the limit $J \to \infty$ would improve the extrapolations. Building in such information may extend the range of validity of the extrapolations of the susceptibility down to lower temperatures. Especially in the gapped regime one should be able to describe the susceptibility in almost the whole temperature range. The relevant correlation length remains finite restricted by the inverse of $\max(k_B T/\hbar\omega, \Delta/\hbar\omega)$, where $\nu$ is a typical velocity of the excitations.

In Appendix B a perturbation expansion about the limit of isolated dimers perturbed by the finite temperature fluctuations of the phonons is performed. The aim is to obtain an approximate description of the susceptibility as function of $J$ for fixed temperature, fixed spin-phonon coupling $g$, and fixed phonon frequency $\omega$ in the limit $J \to \infty$. The results, however, cannot be interpreted in the way we had hoped. This may due to the ansatz which possibly does not incorporate the most relevant processes in the limit $J \to \infty$. Further investigations concerning the behavior of the susceptibility in that limit are called for.

Here, the Dlog-Padé extrapolations are used to discuss the behavior of the susceptibility in the limit $J \to \infty$. Fixing the temperature $T$ and the phonon frequency $\omega$ the limit $J \to \infty$ corresponds to the adiabatic limit. In that limit it was shown that even a marginal spinphonon interaction leads to a dimerization of the spin system [143, 145]. An analysis of the ground state energy in the adiabatic limit yields that it is energetically most favorable for
the spin system to be fully dimerized. This argument motivated the calculation in Appendix B. The gain in magnetic energy due to the dimerization \( \delta \) (notation as in Chapter 1.4, see Eq. 1.25) is proportional to \( J^{4/3} \delta^{2/3} \) which overcompensates the loss in elastic energy proportional to \( \omega \delta^2 \) [145]. This leads to a full dimerization of the spin system in the limit \( J \to \infty \) where the phonons are completely softened. The strength of the magnetic exchange coupling alternates between 0 and 2\( J \) on every second bond. This would lead to a spin gap of \( \Delta_{0s} = 2J \).

In this context, the susceptibility as function of the magnetic exchange coupling and fixed temperature should show the behavior of a gapped system, namely

\[
\chi(J \to \infty) \propto e^{-c(T)J}.
\]

(2.27)

The temperature dependent coefficient \( c(T) \geq 0 \) defines the parameter governing the exponential decay. Using the unbiased Dlog-Padé extrapolations as depicted in Fig. 2.9 for various temperatures the coefficient \( c(T) \) can be extracted from the approximants. This is done by setting the Euler-transformed variable \( u = J/(1+J) \) in the Dlog-Padé approximant \( P_{0i}(u) \) to 1 (see Eq. 1.20 in Chapter 1.3.1). The value \( u = 1 \) corresponds to \( J = \infty \). For each temperature point the coefficient \( c(T) \) was calculated and the obtained values are shown in Fig. 2.10.

As a first ansatz we assume a temperature dependent behavior of the susceptibility of type \( \chi(T) \propto e^{-\Delta/T} \) for low temperatures. The gap is defined by \( \Delta \) and \( \Delta = 0 \) is allowed to incorporate also the ungapped case. Hence, the approximate equality \( c(T)T \approx \Delta/J \) holds. For temperatures below \( T = 0.2\omega \) no estimates for \( c(T) \) can be obtained due to spurious poles in the extrapolations. The estimates of \( c(T) \) also depend strongly on the order of extrapolation. The results from lower orders are depicted by solid symbols. Open symbols correspond to the highest order available, namely [7, 4]. For \( g = 1 \) the values extracted from lower orders deviate significantly from the value obtained in order [7, 4]. To present consistent results the values of the [7, 4] extrapolations are considered in the following for all temperatures. Significant error bars have to be taken into account in particular for lower temperatures and higher values of the spin-phonon coupling \( g \). With the ideas proposed above, one should normally expect a constant value for \( c(T)T \), which is not the case for the extracted values as shown in Fig. 2.10. Assuming a temperature dependence of the gap \( \Delta \), one could imagine that a continuation of the results for \( c(T)T \) down to zero temperature would yield a zero gap for \( g = 0.5 \) and a finite gap for \( g = 1 \). These results would support the presented approximate approach in the limit \( J \to \infty \). A more detailed investigation of the limit \( J \to \infty \) is necessary to understand the behavior of the susceptibility. The approach presented should serve as a first approach to the limit \( J \to \infty \).

2.4.2. Specific Heat

A detailed study of the magnetic properties of the system under consideration also includes the investigation of the specific heat. Besides the magnetic susceptibility the specific heat is an observable which can be experimentally easily measured and theoretically easily calculated. However, a direct comparison between theory and experiment is often hindered
by the fact that the phononic degrees of freedom dominate the specific heat, when the energy scales of the phononic subsystem and the magnetic subsystem are of same order, as mentioned in the previous chapters. The spin-phonon model allows to study the interplay of magnetic and phononic degrees of freedom in a simple transparent toy model. The effects of an explicit spin-phonon interaction is taken into account and its influence on the specific heat is investigated.

Fig. 2.11 depicts the truncated series results of the specific heat compared to a superposition of the free phonon part of the specific heat given by

$$C_B = (\beta \omega)^2 \frac{e^{-\beta \omega}}{1 - e^{-\beta \omega}}$$  \hspace{1cm} (2.28)

and the exactly known result $C_S$ for the isotropic Heisenberg model. Various parameter sets are shown. The free dispersionless phonons are dominant at high temperatures. The constancy of the specific heat at high temperatures is visible in the left panels as expected according to the Dulong-Petit rule. In the right panels this constancy would also be visible.
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if the results were depicted to higher temperatures. As can be seen also in the right panels, the separation of phononic and magnetic degrees of freedom is due to their significantly different energy scales.

From the truncated series alone the following conclusion can be drawn. For small spin-phonon coupling \( g \) the specific heat is largely described by the superposition of \( C_B \) and \( C_S \). Increasing the coupling of the spin system to the phonons slightly shifts the specific heat to larger values in the temperature regime \( T > J \) where the truncated series are expected to yield trustworthy results. Fixing the spin-phonon coupling \( g \) and going to larger frequencies \( \omega \) this effect weakens as expected.

To obtain more detailed insight into the behavior of the specific heat Dlog-Padé extrapolations are used. The extrapolation technique used in the previous chapters for the pure spin models cannot be applied here. The sum rules incorporated previously are still valid for the problem at hand. But they yield infinite values which cannot be incorporated in the extrapolations. Hence, simple Dlog-Padé extrapolations in \( J \) are used for each temperature point. To this end, the exactly known result of the free phonons is subtracted and the remaining truncated series is extrapolated.

The series expansion of the specific heat starts with the exactly known result for the free phonons. Hence, the extrapolations are performed for the specific heat subtracted by its free phonon part. The remaining series starts in second order in \( J \). Having obtained the result up to order 13 in \( J \), the maximum order of extrapolation of the remaining specific heat is 10. Ordinary Padé extrapolations would allow a maximum order of 11, but due to the differentiation in the Dlog-Padé extrapolations one more order is lost, leading to the maximum order of 10, as explained in Chapter 1.3.

In Fig. 2.12 three different sets of parameters \( \omega = 1J, g = 0.7 \) (upper panels), \( \omega = 1J, g = 1.5 \) (middle panels) and \( \omega = 5J, g = 1 \) (lower panels) are extrapolated. The left plots depict the \([n,2]\) and the right plots the \([n,4]\) extrapolations. A general feature is that both orders of extrapolations converge very well, whereas the \([n,4]\) extrapolations are more stable in the low temperature regime for both parameter sets. Hence, the \([n,4]\) extrapolations are used in the following. The range of validity can be specified to \( T \gtrsim 0.15J \) as long as the spin-phonon coupling is smaller or of the same order as \( \omega \). For values of \( gJ/\omega > 1 \) the extrapolations suffer very likely from spurious poles. In the middle panels the defective extrapolations are visible. The orders \([5,2], [6,2], \) and \([3,4]\) yield extrapolations which differ significantly from the other orders considered. This is due to spurious poles in the integration interval with respect to \( J \). For \([6,2]\) even temperatures above \( T \approx J \) are not reliably described. In that temperature regime the truncated series alone yields a precise description of the specific heat.

The results obtained from the cluster expansion in \( J \) are compared to data obtained by QMC. Fig. 2.13 compares two sets of parameters of the \([6,4]\) extrapolations of the HTSE results to QMC data. The left panel shows the result for \( g = 0.66, \omega = 0.66J \), referring to the gapped phase. In the right panel results in the ungapped phase are depicted with \( g = 0.44, \omega = 0.88J \). The error bars of the QMC data are for both values quite large. The HTSE results are more stable, yielding results which coincide with the QMC data very well. For temperatures below \( T/J \approx 0.15 \) the dotted lines refer to defective extrapolations.
Figure 2.12.: Dlog-Padé extrapolations of the specific heat: various orders are compared to each other for three different sets of parameters.
Figure 2.13.: Dlog-Padé extrapolations of the specific heat compared to QMC data: the left plot shows data for the values $g = 0.66$, $\omega = 0.66J$, and the right plot depicts the parameters $g = 0.44$, $\omega = 0.88J$.

which are depicted for illustrative purposes. As it is the case for the extrapolations of the susceptibility spurious poles in the integration interval with respect to $J$ for a given temperature yield defective extrapolations. Thus, the HTSE extrapolations yield reliable results for temperatures $T \gtrsim 0.15J$.

2.5. Conclusions

The problem of a spin-system coupled to phononic degrees of freedom is investigated. The method of a cluster expansion is applied to obtain the high temperature series expansion results for the free energy, specific heat, and magnetic susceptibility. No cutoff in the phononic subspace is necessary since the expansion is performed in the magnetic exchange coupling $J$ about the limit $J = 0$. It is the first approach of a cluster expansion at finite temperatures for the spin-phonon problem. The implementation of the expansion in a computer program yields high orders in the expansion parameter. In an example for a cluster the complexity of the explicit evaluation of the quantities under consideration is illustrated. The comparison of the high temperature series expansion results to a numerical method, namely quantum Monte-Carlo, shows a very good consistency between the two methods. Detailed information in the low temperature limit and in the limit $J \rightarrow \infty$ for fixed temperature is necessary to improve the representations for temperatures below $T \lesssim 0.15J$. The results can serve as input for quantitative data analysis since the main features of the considered quantities at moderate and high temperatures are described reliably.
Summary

The present thesis deals with the thermodynamical properties of low-dimensional spin- and spin-phonon systems. For a thorough study the method of high temperature series expansions is applied. The thesis is divided into two main parts. The first part addresses pure spin-$\frac{1}{2}$ systems in (quasi) one and two dimensions and the second part is dedicated to the study of a one-dimensional spin-$\frac{1}{2}$ system coupled to phononic degrees of freedom, i.e. dispersionless Einstein phonons.

The high temperature series expansions as performed in this thesis provide results that are obtained as truncated series up to the highest orders possible with the full dependence of the parameters entering the model. The series coefficients are given as fractions of integers such that no accuracy is lost. Thus, the results are exact up to the given order. In contrast to other numerical methods like exact complete diagonalization, quantum Monte-Carlo or transfer matrix-renormalization group, where for each set of parameters a new program has to be started, the results obtained by the high temperature series expansion have to be computed only once. Thus, the comparison to experimental data becomes a fast and easy task. Though the computations are done for finite systems, the results are valid in the infinite system, which is the main idea of the linked cluster theorem. The calculations are implemented in computer programs to obtain the highest orders possible.

The truncated series are able to give a precise description of the thermodynamical quantities for temperatures above $T \gtrsim J$, where $J$ denotes the overall energy scale of the appropriate system. However, the experimentally interesting position and height of the maxima of the susceptibility and specific heat, respectively, can only be accessed in very rare cases by the truncated series alone. The maxima normally appear in the temperature regime below the region accessible by the truncated series. Thus, extrapolation techniques are applied to improve the representation of the results down to lower temperatures. The extrapolation techniques used in this thesis are Padé- and Dlog-Padé extrapolations. Basically, the extrapolations yield a valid description also outside the radius of convergence of the computed series. The key point in the extrapolations is to use additional information on the $T = 0$ and on the low-temperature behavior to stabilize the extrapolations in the low-temperature region. As far as available, the size of the spin gap, the form (linear or quadratic) of the dispersion in the vicinity of its minimum, the dimensionality of the system, and the ground state energy are used as additional input. The representations of the specific heat are further stabilized exploiting the sum rules for the energy and the entropy.

The extrapolated series expansion results are gauged carefully by investigating their convergence and by comparing them to numerical data obtained from other methods. For systems with a sufficiently large gap the stabilized extrapolations yield quantitative results in the whole temperature regime.
The dimerized, frustrated spin chain is investigated in Chapter 1.4. This model can also be seen as zig-zag chain and comprises in particular the usual spin-ladder which is investigated in a separate chapter. A first aim is to provide results and tools which facilitate and expedite the analysis of experimental data. The susceptibility and specific heat are calculated up to order 10 in $\beta$ for the dimerized, frustrated chain and up to order 18 in $\beta$ for the unfrustrated, dimerized chain. It is shown that the representations of the susceptibility and of the specific heat provide valid descriptions of the thermodynamic quantities for temperatures above $T \approx 0.25J$. In the special case of the isotropic Heisenberg model it is shown that the extrapolation of the specific heat produces results which almost coincide with the exactly known curve. The results for the chains without exact solution are benchmarked to data from exact complete diagonalization and transfer matrix-renormalization group calculations. The analysis of the magnetic susceptibility of $(\text{VO})_2\text{P}_2\text{O}_7$ yielded comparable results for various theoretical models. In this thesis it is demonstrated to what extent it is possible to determine the model parameters quantitatively from the temperature dependence of the magnetic susceptibility and the specific heat for the given model.

Results for many sets of parameters are included to ease data analysis further. For the susceptibility and for the specific heat the maximum values as well as their corresponding positions are provided for a large range of dimerizations $\delta = 0..1$ and of frustrations $\alpha = 0..4$. These results make it possible to read off the coupling parameters $J$, $\alpha$, and $\delta$ if as little as the maxima and their positions are known. It turns out that the knowledge of the susceptibility at moderate and high temperatures alone is not sufficient to determine the three model parameters $J$, $\delta$, and $\alpha$ even if the gyromagnetic ratio $g$ is assumed to be known from independent experiments, e.g. ESR. But any additional knowledge, for instance on the specific heat or on the singlet-triplet gap, may solve the problem.

A ladder system is addressed in Chapter 1.5. The influence of an additional four-spin (cyclic) interaction is investigated in detail. The results for the susceptibility and the specific heat are obtained up to order 10 in $\beta$. For the calculations a minimal system size of $N = 20$ was chosen, leading to wrap-around effects, which have either to be corrected by hand or to be evaluated in a separate program. The wrap-around effects are presented in detail and their corrections are evaluated. To evaluate the results a cpu-time of about 250 days with a memory usage of 2GB was necessary. The extrapolations provide reliable results down to very low temperatures $T \gtrsim 0.3J_\perp$ for the susceptibility and for $T \gtrsim 0.15J_\perp$ for the specific heat. The range of validity of the specific heat is slightly larger than for the susceptibility due to the sum rules stabilizing the extrapolations. The results are benchmarked to another numerical method, namely exact complete diagonalization.

Addressing the information content of a susceptibility measurement at moderate and high temperatures, it is found that a unique parameter set from a susceptibility measurement alone can hardly be determined. A detailed comparison of the theoretical findings to the experimental susceptibility data of SrCu$_2$O$_3$ is performed.

The experiment can only access the temperature regime below the maximum, which hampers a precise determination of the model parameters using results from a HTSE. Thus, the published values of the model parameters, the known gyromagnetic ratio $g$, and
the known spin gap $\Delta$ are used to represent the susceptibility. Considering carefully the range of validity of the extrapolations, it can be shown that the inclusion of a significant but small amount of cyclic exchange can resolve the unexpected high value of the ratio $x = J_{\parallel} / J_{\perp} \approx 2$ and the low value of the exchange coupling $J_{\perp} \approx 1000\text{K}$ which are published in the literature [110]. Taking the values $J_{\perp} = 1750\text{K}$, $x = 1.1$, and $x_{\text{cyc}} = 6.5\%$, recently determined from a Raman response experiment [85], it can be shown that these values provide a similar agreement as the data for $J_{\perp} = 1000\text{K}$ and $x = 2$.

In Chapter 1.6 a two-dimensional spin-system is investigated, the Shastry-Sutherland model. In contrast to the (quasi) one-dimensional systems a complete enumeration of the Hilbert-space of the finite system is not possible. Instead, the moment-algorithm is used which is more efficient in this case. The results are computed up to order 8 in $\beta$ for the specific heat and up to order 7 in $\beta$ for the susceptibility. In doing so, the capacities of the current computers are fully exploited. With a cpu-time of about three days, the program needs 30GB of memory to perform the calculations. So far, the more sophisticated linked cluster expansion method does not produce higher orders which underlines the efficiency of the moment-algorithm. With the realization of the Shastry-Sutherland model in SrCu$_2$(BO$_3$)$_2$, a detailed comparison between theory and experiment is possible. The theoretical results for the susceptibility and the specific heat are compared with experimental data. To include the three-dimensionality of the compound in the theoretical model a mean-field like ansatz is used to describe the susceptibility. Extending the two-dimensional model by an inter-layer coupling $J_{\perp}$ the best fits to the susceptibility are obtained using $J_{\perp} = 71(1)\text{K}$, $J_{\perp} = 17(2)\text{K}$, and $x = 0.603$. The Shastry-Sutherland model and its extension to three dimensions reproduces the experimental susceptibility data of SrCu$_2$(BO$_3$)$_2$ down to fairly low temperatures. Unfortunately, one of the main features of the susceptibility, namely the maximum, is not accessible by means of the HTSE extrapolations. The extrapolations provide valid results down to $T \approx 0.6J_{\perp}$ but the position of the maximum is at $T_{\text{max}} \approx 0.2J_{\perp} \ldots 0.3J_{\perp}$. Using the parameter set obtained from the susceptibility fit, the specific heat data cannot be reproduced with the same quality. But for the above given values the HTSE representation showed the best tendency to be the relevant one for SrCu$_2$(BO$_3$)$_2$. Concerning the specific heat, further investigations relying on other methods have to be done to improve the consistency between theory and experiment.

The second part of this thesis presents results for a one-dimensional spin system coupled to dispersionless phonons. The method to compute the results is different from the previous approaches. A direct expansion in the inverse temperature fails due to a divergence which results from the infinite phononic Hilbert space. A formal expansion about the limit $J = 0$ is performed using the cluster expansion technique. It is the first approach of a cluster expansion at finite temperatures for the spin-phonon problem. For each order of expansion both connected and disconnected clusters and their weights have to be determined. The calculational details are emphasized to highlight the complexity of the necessary evaluations. In the explicit calculations no cutoff in the phonon subspace is required. The full
phonon dynamics is taken into account. The susceptibility can be expanded up to order 10(12) and the free energy up to order 11(13) in $J$. The orders given in brackets denote results obtained by J. Oitmaa using floating point arithmetics instead of a representation as fractions of integers. To improve the representation of the results Dlog-Padé extrapolations are used. For each temperature a separate extrapolation in $J$ has to be done. The results are not stabilized in the low temperature regime since no well-known information as for the pure spin-models is available so far. The comparison of the high temperature series expansion results to a numerical method, namely quantum Monte-Carlo, shows a very good consistency between the two approaches. Detailed information in the low temperature limit and in the limit $J \rightarrow \infty$ for fixed temperature would be required to improve the representations of the susceptibility for temperatures below $T \lesssim 0.15J$.

**Outlook**

Higher orders in the series expansions will always constitute a further refinement of the results. Especially the results of the two dimensional Shastry-Sutherland model could be improved significantly by higher orders, leading to improved estimates of the model parameters describing $\text{SrCu}_2(\text{BO}_3)_2$. However, temperatures below $T \approx 0.15J$, where $J$ denotes the overall energy scale, are always difficult to describe reliably by means of HTSE extrapolations. In particular, the discrepancy between theory and experimental data in the specific heat needs further investigation. The inclusion of a spin-phonon coupling to the model can serve as a first approach since the spin-phonon coupling is expected to be important [129, 138, 141].

The results of the spin-phonon model can be improved by additional knowledge on the low temperature properties of the system and by information on the limit $J \rightarrow \infty$ for a given temperature. With this information at hand the extrapolations of the HTSE results can be stabilized in the low temperature regime as is the case for the pure spin-models. But such information is also of general interest. So far, these limits are poorly understood. Further investigations relying on other methods have to be done.

Another aspect concerns higher-dimensional systems, like the three-dimensional generalization of the Shastry-Sutherland model, ladders with more than two legs, or the frustrated square lattice to mention just a few. With the methods for high temperature series expansions and the extrapolation techniques developed and applied in this thesis, reliable results for the thermodynamical quantities of interest can be obtained in a straightforward fashion. The results can then serve for a better understanding of the thermodynamical properties of these systems.

The methods used in this thesis are not restricted to $S = \frac{1}{2}$. A natural extension of the presented models is to consider systems with higher values of the spin. For instance, a comparison to known $S = 1$ chain-systems like NENP and NINO [168–170] would be possible. The results can then serve for a detailed and reliable analysis of the thermodynamical quantities of these systems. The methods applied here remain the same leading only to slight changes in the calculations. However, for increasing spin $S$ the increasing dimension of the Hilbert space poses a problem concerning the possible orders one is able to achieve.
A. Coefficients
### A.1. Dimerized, Frustrated Chain

Table A.1.: Series coefficients $a_{n,k,l}$ of the high temperature expansion of the magnetic susceptibility $\chi_T = \frac{1}{\beta} \sum_{n,k,l} a_{n,k,l} \delta^k \alpha^l (\beta J)^n$ for the dimerized, frustrated chain. Only nonzero coefficients are presented.

<table>
<thead>
<tr>
<th>$(n,k,l)$</th>
<th>$a_{n,k,l}$ $(n,k,l)$</th>
<th>$a_{n,k,l}$ $(n,k,l)$</th>
<th>$a_{n,k,l}$ $(n,k,l)$</th>
<th>$a_{n,k,l}$ $(n,k,l)$</th>
<th>$a_{n,k,l}$ $(n,k,l)$</th>
<th>$a_{n,k,l}$ $(n,k,l)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,0,0)</td>
<td>$\frac{1}{8}$</td>
<td>(6,0,1)</td>
<td>$\frac{1}{8}$</td>
<td>0</td>
<td>$\frac{1}{8}$</td>
<td>-2994</td>
</tr>
<tr>
<td>(1,0,0)</td>
<td>$\frac{1}{16}$</td>
<td>(6,0,2)</td>
<td>$\frac{1}{16}$</td>
<td>221</td>
<td>$\frac{1}{16}$</td>
<td>-1536</td>
</tr>
<tr>
<td>(1,0,1)</td>
<td>$\frac{1}{16}$</td>
<td>(6,0,3)</td>
<td>$\frac{1}{16}$</td>
<td>-1536</td>
<td>$\frac{1}{16}$</td>
<td>221</td>
</tr>
<tr>
<td>(2,0,1)</td>
<td>$\frac{1}{32}$</td>
<td>(6,0,4)</td>
<td>$\frac{1}{32}$</td>
<td>1536</td>
<td>$\frac{1}{32}$</td>
<td>-1536</td>
</tr>
<tr>
<td>(2,0,2)</td>
<td>$\frac{1}{32}$</td>
<td>(6,0,5)</td>
<td>$\frac{1}{32}$</td>
<td>-1536</td>
<td>$\frac{1}{32}$</td>
<td>1536</td>
</tr>
<tr>
<td>(3,0,1)</td>
<td>$\frac{1}{32}$</td>
<td>(6,0,6)</td>
<td>$\frac{1}{32}$</td>
<td>-1536</td>
<td>$\frac{1}{32}$</td>
<td>1536</td>
</tr>
<tr>
<td>(3,0,2)</td>
<td>$\frac{1}{32}$</td>
<td>(6,0,7)</td>
<td>$\frac{1}{32}$</td>
<td>1536</td>
<td>$\frac{1}{32}$</td>
<td>-1536</td>
</tr>
<tr>
<td>(4,0,0)</td>
<td>$\frac{1}{64}$</td>
<td>(6,0,8)</td>
<td>$\frac{1}{64}$</td>
<td>-1536</td>
<td>$\frac{1}{64}$</td>
<td>1536</td>
</tr>
<tr>
<td>(4,0,1)</td>
<td>$\frac{1}{64}$</td>
<td>(6,0,9)</td>
<td>$\frac{1}{64}$</td>
<td>1536</td>
<td>$\frac{1}{64}$</td>
<td>-1536</td>
</tr>
<tr>
<td>(4,0,2)</td>
<td>$\frac{1}{64}$</td>
<td>(6,0,10)</td>
<td>$\frac{1}{64}$</td>
<td>-1536</td>
<td>$\frac{1}{64}$</td>
<td>1536</td>
</tr>
<tr>
<td>(4,0,3)</td>
<td>$\frac{1}{64}$</td>
<td>(6,0,11)</td>
<td>$\frac{1}{64}$</td>
<td>1536</td>
<td>$\frac{1}{64}$</td>
<td>-1536</td>
</tr>
<tr>
<td>(4,0,4)</td>
<td>$\frac{1}{64}$</td>
<td>(6,0,12)</td>
<td>$\frac{1}{64}$</td>
<td>-1536</td>
<td>$\frac{1}{64}$</td>
<td>1536</td>
</tr>
<tr>
<td>(5,0,0)</td>
<td>$\frac{1}{128}$</td>
<td>(6,0,13)</td>
<td>$\frac{1}{128}$</td>
<td>1536</td>
<td>$\frac{1}{128}$</td>
<td>-1536</td>
</tr>
<tr>
<td>(5,0,1)</td>
<td>$\frac{1}{128}$</td>
<td>(6,0,14)</td>
<td>$\frac{1}{128}$</td>
<td>1536</td>
<td>$\frac{1}{128}$</td>
<td>-1536</td>
</tr>
<tr>
<td>(5,0,2)</td>
<td>$\frac{1}{128}$</td>
<td>(6,0,15)</td>
<td>$\frac{1}{128}$</td>
<td>1536</td>
<td>$\frac{1}{128}$</td>
<td>1536</td>
</tr>
<tr>
<td>(5,0,3)</td>
<td>$\frac{1}{128}$</td>
<td>(6,0,16)</td>
<td>$\frac{1}{128}$</td>
<td>1536</td>
<td>$\frac{1}{128}$</td>
<td>-1536</td>
</tr>
<tr>
<td>(5,0,4)</td>
<td>$\frac{1}{128}$</td>
<td>(6,0,17)</td>
<td>$\frac{1}{128}$</td>
<td>1536</td>
<td>$\frac{1}{128}$</td>
<td>1536</td>
</tr>
<tr>
<td>(5,0,5)</td>
<td>$\frac{1}{128}$</td>
<td>(6,0,18)</td>
<td>$\frac{1}{128}$</td>
<td>1536</td>
<td>$\frac{1}{128}$</td>
<td>1536</td>
</tr>
<tr>
<td>(5,0,6)</td>
<td>$\frac{1}{128}$</td>
<td>(6,0,19)</td>
<td>$\frac{1}{128}$</td>
<td>1536</td>
<td>$\frac{1}{128}$</td>
<td>1536</td>
</tr>
<tr>
<td>(5,0,7)</td>
<td>$\frac{1}{128}$</td>
<td>(6,0,20)</td>
<td>$\frac{1}{128}$</td>
<td>1536</td>
<td>$\frac{1}{128}$</td>
<td>1536</td>
</tr>
</tbody>
</table>

continued on next page...
Table A.2.: Series coefficients $a_{n,k,l}$ of the high temperature expansion of the magnetic specific heat $C = \sum a_{n,k,l} \delta^6 \alpha^l (\beta J_\perp)^n$ for the dimerized, frustrated chain. Only nonzero coefficients are presented.

<table>
<thead>
<tr>
<th>(n,k,l)</th>
<th>$a_{n,k,l}$</th>
<th>(n,k,l)</th>
<th>$a_{n,k,l}$</th>
<th>(n,k,l)</th>
<th>$a_{n,k,l}$</th>
<th>(n,k,l)</th>
<th>$a_{n,k,l}$</th>
<th>(n,k,l)</th>
<th>$a_{n,k,l}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5,2,1)</td>
<td>$-\frac{1}{57}$</td>
<td>(7,2,3)</td>
<td>$\frac{658}{134}$</td>
<td>(8,6,2)</td>
<td>$\frac{1089}{122380}$</td>
<td>(10,0,0)</td>
<td>$-\frac{139691}{504545000}$</td>
<td>(10,8,0)</td>
<td>$1574211$</td>
</tr>
<tr>
<td>(5,2,2)</td>
<td>$\frac{1}{113}$</td>
<td>(7,2,4)</td>
<td>$\frac{111}{74786}$</td>
<td>(8,8,0)</td>
<td>$\frac{653}{1376286}$</td>
<td>(10,0,1)</td>
<td>$-\frac{20843}{1280545400}$</td>
<td>(10,8,1)</td>
<td>$137039$</td>
</tr>
<tr>
<td>(5,2,3)</td>
<td>$\frac{3}{584}$</td>
<td>(7,2,5)</td>
<td>$-\frac{100}{38880}$</td>
<td>(9,0,0)</td>
<td>$\frac{1077}{74317892}$</td>
<td>(10,0,2)</td>
<td>$\frac{1206663}{504545000}$</td>
<td>(10,8,2)</td>
<td>$1754671$</td>
</tr>
<tr>
<td>(5,4,0)</td>
<td>$\frac{23}{3072}$</td>
<td>(7,4,0)</td>
<td>$-\frac{11}{5318}$</td>
<td>(9,0,1)</td>
<td>$-\frac{3337}{23952908}$</td>
<td>(10,0,3)</td>
<td>$-\frac{311003}{85753000}$</td>
<td>(10,10,0)</td>
<td>$-4779840$</td>
</tr>
<tr>
<td>(5,4,1)</td>
<td>$\frac{7744}{874}$</td>
<td>(7,4,1)</td>
<td>$\frac{31}{400}$</td>
<td>(9,0,2)</td>
<td>$\frac{1240}{35396440}$</td>
<td>(10,0,4)</td>
<td>$485160$</td>
<td>$-1177787$</td>
<td></td>
</tr>
<tr>
<td>(6,0,0)</td>
<td>$-\frac{133}{122880}$</td>
<td>(7,4,2)</td>
<td>$\frac{387}{38880}$</td>
<td>(9,0,3)</td>
<td>$-\frac{1240}{35396440}$</td>
<td>(10,0,5)</td>
<td>$-1177787$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

continued on next page...
<table>
<thead>
<tr>
<th>(n,k,l)</th>
<th>$a_{a,k,l}$</th>
<th>(n,k,l)</th>
<th>$a_{a,k,l}$</th>
<th>(n,k,l)</th>
<th>$a_{a,k,l}$</th>
<th>(n,k,l)</th>
<th>$a_{a,k,l}$</th>
<th>(n,k,l)</th>
<th>$a_{a,k,l}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5,0,2)</td>
<td>5/128</td>
<td>(7,2,0)</td>
<td>4303/4096</td>
<td>(8,4,3)</td>
<td>571/384</td>
<td>(9,6,1)</td>
<td>14211/14336</td>
<td>(10,4,6)</td>
<td>-5687/131072</td>
</tr>
<tr>
<td>(5,0,3)</td>
<td>15/128</td>
<td>(7,2,1)</td>
<td>1081/4096</td>
<td>(8,4,4)</td>
<td>137/1024</td>
<td>(9,6,2)</td>
<td>40197/38400</td>
<td>(10,6,0)</td>
<td>-4381/1048576</td>
</tr>
<tr>
<td>(5,0,5)</td>
<td>-15/128</td>
<td>(7,2,2)</td>
<td>1441/10040</td>
<td>(8,6,0)</td>
<td>11021/245760</td>
<td>(9,6,3)</td>
<td>1331/35840</td>
<td>(10,6,1)</td>
<td>0/6144</td>
</tr>
<tr>
<td>(5,2,0)</td>
<td>-15/128</td>
<td>(7,2,3)</td>
<td>661/10040</td>
<td>(8,6,1)</td>
<td>14201/132800</td>
<td>(9,8,0)</td>
<td>-15196/114688</td>
<td>(10,6,2)</td>
<td>61407/8192</td>
</tr>
<tr>
<td>(5,2,2)</td>
<td>-15/128</td>
<td>(7,2,4)</td>
<td>641/20480</td>
<td>(8,6,2)</td>
<td>45107/4800</td>
<td>(9,8,1)</td>
<td>-15941/4800</td>
<td>(10,6,3)</td>
<td>21782/16384</td>
</tr>
<tr>
<td>(5,2,3)</td>
<td>-25/128</td>
<td>(7,2,5)</td>
<td>3307/40960</td>
<td>(8,8,0)</td>
<td>-4907/65536</td>
<td>(10,0,0)</td>
<td>-314433/110592</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5,4,0)</td>
<td>-30/128</td>
<td>(7,4,0)</td>
<td>61/4096</td>
<td>(9,0,0)</td>
<td>4303/40960</td>
<td>(10,0,1)</td>
<td>40609/20480</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5,4,1)</td>
<td>-25/128</td>
<td>(7,4,1)</td>
<td>-2009/40960</td>
<td>(9,0,1)</td>
<td>261/573440</td>
<td>(10,0,2)</td>
<td>-420479/110592</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6,0,0)</td>
<td>21/4096</td>
<td>(7,4,2)</td>
<td>-919/20480</td>
<td>(9,0,2)</td>
<td>-986/57344</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6,0,1)</td>
<td>63/512</td>
<td>(7,4,3)</td>
<td>1379/30720</td>
<td>(9,0,3)</td>
<td>1024/1024</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6,0,2)</td>
<td>-163/4096</td>
<td>(7,6,0)</td>
<td>49/10240</td>
<td>(9,0,4)</td>
<td>-261/573440</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6,0,3)</td>
<td>47/512</td>
<td>(7,6,1)</td>
<td>8335/40960</td>
<td>(9,0,5)</td>
<td>501/10240</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6,0,4)</td>
<td>105/1024</td>
<td>(8,0,0)</td>
<td>1417/327680</td>
<td>(9,0,6)</td>
<td>-2411/14336</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Dimerized, Frustrated Chain

... continued from previous page
### A.2. Dimerized Chain

The coefficients for orders below $\beta^{11}$ are listed in Tabs. A.1, and A.2.

Table A.3.: Series coefficients $a_{n,k}$ of the high temperature expansion of the magnetic susceptibility $\chi = \frac{1}{\beta} \sum_{n,k} a_{n,k} \delta^k (\beta J)^n$ for the dimerized chain. Only nonzero coefficients are presented from order $\beta^{11}$ up to order $\beta^{18}$.

<table>
<thead>
<tr>
<th>(n, k)</th>
<th>$a_{n,k}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(11, 0)</td>
<td>122809</td>
</tr>
<tr>
<td>(11, 1)</td>
<td>40507</td>
</tr>
<tr>
<td>(11, 2)</td>
<td>37543</td>
</tr>
<tr>
<td>(11, 3)</td>
<td>7045842</td>
</tr>
<tr>
<td>(11, 4)</td>
<td>3750596</td>
</tr>
<tr>
<td>(11, 5)</td>
<td>7476942</td>
</tr>
<tr>
<td>(11, 6)</td>
<td>5713316</td>
</tr>
<tr>
<td>(11, 7)</td>
<td>4475583</td>
</tr>
<tr>
<td>(11, 8)</td>
<td>3810138</td>
</tr>
<tr>
<td>(11, 9)</td>
<td>3263588</td>
</tr>
<tr>
<td>(11, 10)</td>
<td>2856658</td>
</tr>
<tr>
<td>(11, 11)</td>
<td>2446932</td>
</tr>
</tbody>
</table>

Table A.4.: Series coefficients $a_{n,k}$ of the high temperature expansion of the magnetic specific heat $C = \sum_{n,k} a_{n,k} \delta^k (\beta J)^n$ for the dimerized chain. Only nonzero coefficients are presented from order $\beta^{11}$ up to order $\beta^{18}$.

<table>
<thead>
<tr>
<th>(n, k)</th>
<th>$a_{n,k}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(11, 0)</td>
<td>37543</td>
</tr>
<tr>
<td>(11, 1)</td>
<td>122809</td>
</tr>
<tr>
<td>(11, 2)</td>
<td>40507</td>
</tr>
<tr>
<td>(11, 3)</td>
<td>37543</td>
</tr>
<tr>
<td>(11, 4)</td>
<td>7045842</td>
</tr>
<tr>
<td>(11, 5)</td>
<td>3750596</td>
</tr>
<tr>
<td>(11, 6)</td>
<td>7476942</td>
</tr>
<tr>
<td>(11, 7)</td>
<td>5713316</td>
</tr>
<tr>
<td>(11, 8)</td>
<td>4475583</td>
</tr>
<tr>
<td>(11, 9)</td>
<td>3810138</td>
</tr>
<tr>
<td>(11, 10)</td>
<td>3263588</td>
</tr>
<tr>
<td>(11, 11)</td>
<td>2856658</td>
</tr>
<tr>
<td>(11, 12)</td>
<td>2446932</td>
</tr>
</tbody>
</table>

continued on next page...
<table>
<thead>
<tr>
<th>(n,k)</th>
<th>(a_{n,k})</th>
<th>(n,k)</th>
<th>(a_{n,k})</th>
<th>(n,k)</th>
<th>(a_{n,k})</th>
<th>(n,k)</th>
<th>(a_{n,k})</th>
<th>(n,k)</th>
<th>(a_{n,k})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(11,8)</td>
<td>112449094</td>
<td>(14,0)</td>
<td>5502233453</td>
<td>(16,0)</td>
<td>861768336701</td>
<td>(17,14)</td>
<td>29846078564427</td>
<td>(19,20)</td>
<td>3850568205421800</td>
</tr>
<tr>
<td>(11,10)</td>
<td>97907399</td>
<td>(14,2)</td>
<td>367320681</td>
<td>(16,2)</td>
<td>48804660657</td>
<td>(17,16)</td>
<td>2554903734455700</td>
<td>(19,18)</td>
<td>2593279683432000</td>
</tr>
<tr>
<td>(12,0)</td>
<td>396796727</td>
<td>(14,4)</td>
<td>20175827</td>
<td>(16,4)</td>
<td>448801792927</td>
<td>(18,0)</td>
<td>800748644427</td>
<td>(19,14)</td>
<td>4875396657764000</td>
</tr>
<tr>
<td>(12,2)</td>
<td>473424317</td>
<td>(16,0)</td>
<td>5006634007</td>
<td>(16,6)</td>
<td>5747431395817</td>
<td>(18,2)</td>
<td>6144772957709</td>
<td>(19,12)</td>
<td>1063414003505200</td>
</tr>
<tr>
<td>(12,4)</td>
<td>70404227</td>
<td>(16,8)</td>
<td>2082446921</td>
<td>(18,4)</td>
<td>1097642104373</td>
<td>(18,10)</td>
<td>2891440132417</td>
<td>(19,10)</td>
<td>90394571582000</td>
</tr>
<tr>
<td>(12,6)</td>
<td>169853399</td>
<td>(16,10)</td>
<td>11934650</td>
<td>(18,6)</td>
<td>151477091351</td>
<td>(18,12)</td>
<td>1050556776936</td>
<td>(19,12)</td>
<td>4063803867470000</td>
</tr>
<tr>
<td>(12,8)</td>
<td>2158581</td>
<td>(16,12)</td>
<td>6843775380</td>
<td>(18,8)</td>
<td>2712856641</td>
<td>(18,14)</td>
<td>2210564779104</td>
<td>(19,14)</td>
<td>8129590373924800</td>
</tr>
<tr>
<td>(12,10)</td>
<td>77487395</td>
<td>(16,14)</td>
<td>366393965</td>
<td>(18,16)</td>
<td>718680430229</td>
<td>(19,16)</td>
<td>961331938773</td>
<td>(19,18)</td>
<td>5025840752281800</td>
</tr>
<tr>
<td>(12,12)</td>
<td>-18694755</td>
<td>(15,0)</td>
<td>-151047087</td>
<td>(16,16)</td>
<td>-12899388346</td>
<td>(18,12)</td>
<td>88590795193999</td>
<td>(19,18)</td>
<td>4009281891722000</td>
</tr>
<tr>
<td>(13,0)</td>
<td>31252393</td>
<td>(15,2)</td>
<td>-106544521</td>
<td>(17,0)</td>
<td>-18456505341</td>
<td>(18,14)</td>
<td>689118848751</td>
<td>(19,16)</td>
<td>8941394928800</td>
</tr>
<tr>
<td>(13,2)</td>
<td>60020353</td>
<td>(15,4)</td>
<td>-1093149549</td>
<td>(17,2)</td>
<td>-66106278641</td>
<td>(18,16)</td>
<td>-8683646768741</td>
<td>(19,18)</td>
<td>33090422275377600</td>
</tr>
<tr>
<td>(13,4)</td>
<td>880653451</td>
<td>(15,6)</td>
<td>-21028085417</td>
<td>(17,4)</td>
<td>-1760455445427</td>
<td>(18,18)</td>
<td>68278872209393</td>
<td>(19,20)</td>
<td>13294425643872000</td>
</tr>
</tbody>
</table>

... continued from previous page
### A.3. Ladder with Cyclic Exchange

**Table A.5.** Series coefficients $a_{n,k,l}$ of the high temperature expansion of the magnetic susceptibility $\chi = \sum_{n,k,l} a_{n,k,l} \langle S_n S_k S_l \rangle$, for the ladder with cyclic exchange using the pure 4-spin operator as defined in eq. 1.55. Only nonzero coefficients are presented up to order $\beta^0$. Continued on next page...
(4.1.2) $\delta_{n,k,l}$ (4.1.3) $\delta_{n,k,l}$ (4.1.4) $\delta_{n,k,l}$ (4.1.5) $\delta_{n,k,l}$ (4.1.6) $\delta_{n,k,l}$

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\(n,k,l\) & \(\delta_{n,k,l}\) & \(n,k,l\) & \(\delta_{n,k,l}\) & \(n,k,l\) & \(\delta_{n,k,l}\) & \(n,k,l\) & \(\delta_{n,k,l}\) & \(n,k,l\) & \(\delta_{n,k,l}\) \\
\hline
(4.2) & \(-1\) & (7.3) & \(-1\) & (7.2) & \(-1\) & (7.1) & \(-1\) & (7.0) & \(-1\) \\
(4.3) & \(-1\) & (7.3) & \(-1\) & (7.2) & \(-1\) & (7.1) & \(-1\) & (7.0) & \(-1\) \\
(4.4) & \(-1\) & (7.3) & \(-1\) & (7.2) & \(-1\) & (7.1) & \(-1\) & (7.0) & \(-1\) \\
\hline
continued on previous page...

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\(n,k,l\) & \(\delta_{n,k,l}\) & \(n,k,l\) & \(\delta_{n,k,l}\) & \(n,k,l\) & \(\delta_{n,k,l}\) & \(n,k,l\) & \(\delta_{n,k,l}\) & \(n,k,l\) & \(\delta_{n,k,l}\) \\
\hline
(4.5) & \(-1\) & (7.3) & \(-1\) & (7.2) & \(-1\) & (7.1) & \(-1\) & (7.0) & \(-1\) \\
(4.6) & \(-1\) & (7.3) & \(-1\) & (7.2) & \(-1\) & (7.1) & \(-1\) & (7.0) & \(-1\) \\
(4.7) & \(-1\) & (7.3) & \(-1\) & (7.2) & \(-1\) & (7.1) & \(-1\) & (7.0) & \(-1\) \\
\hline
continued on next page...
\[ C = \sum_{n,k,l} a_{n,k,l} x^k y^l (\beta J_{11})^n \]

**Table A.6.:** Series coefficients \( a_{n,k,l} \) of the high temperature expansion of the specific heat \( C = \sum_{n,k,l} a_{n,k,l} x^k y^l (\beta J_{11})^n \) for the ladder with cyclic exchange using the pure 4-spin operator as defined in eq. 1.55. Only nonzero coefficients are presented up to order \( \beta^{10} \).

<table>
<thead>
<tr>
<th>( n,k,l )</th>
<th>( a_{n,k,l} )</th>
<th>( n,k,l )</th>
<th>( a_{n,k,l} )</th>
<th>( n,k,l )</th>
<th>( a_{n,k,l} )</th>
<th>( n,k,l )</th>
<th>( a_{n,k,l} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,0,0</td>
<td>( \frac{3}{32} )</td>
<td>2,0,1</td>
<td>( \frac{25}{104} )</td>
<td>2,0,2</td>
<td>( \frac{11}{72} )</td>
<td>2,0,3</td>
<td>( \frac{3}{32} )</td>
</tr>
<tr>
<td>2,0,1</td>
<td>( \frac{3}{32} )</td>
<td>2,0,2</td>
<td>( \frac{25}{104} )</td>
<td>2,0,3</td>
<td>( \frac{11}{72} )</td>
<td>2,0,4</td>
<td>( \frac{3}{32} )</td>
</tr>
<tr>
<td>2,0,2</td>
<td>( \frac{3}{32} )</td>
<td>2,0,3</td>
<td>( \frac{11}{72} )</td>
<td>2,0,4</td>
<td>( \frac{3}{32} )</td>
<td>2,0,5</td>
<td>( \frac{11}{72} )</td>
</tr>
<tr>
<td>2,0,3</td>
<td>( \frac{3}{32} )</td>
<td>2,0,4</td>
<td>( \frac{11}{72} )</td>
<td>2,0,5</td>
<td>( \frac{3}{32} )</td>
<td>2,0,6</td>
<td>( \frac{11}{72} )</td>
</tr>
</tbody>
</table>

... continued from previous page...
<table>
<thead>
<tr>
<th>(n,k,l)</th>
<th>a_{n,k,l}</th>
<th>(n,k,l)</th>
<th>a_{n,k,l}</th>
<th>(n,k,l)</th>
<th>a_{n,k,l}</th>
<th>(n,k,l)</th>
<th>a_{n,k,l}</th>
<th>(n,k,l)</th>
<th>a_{n,k,l}</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3,1.2)</td>
<td>45/128</td>
<td>(7,0.5)</td>
<td>344/130720</td>
<td>(8,5.3)</td>
<td>-15450/297680</td>
<td>(10,0.7)</td>
<td>150882948/117446512</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3,2.1)</td>
<td>-1/27</td>
<td>(7,0.6)</td>
<td>6056/3619440</td>
<td>(8,6.0)</td>
<td>-101/1032880</td>
<td>(10,0.8)</td>
<td>1544410473/887040072</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3,3.0)</td>
<td>-1/3</td>
<td>(7,0.7)</td>
<td>5241/656360</td>
<td>(8,6.1)</td>
<td>-37/123888</td>
<td>(10,0.9)</td>
<td>53357375/352341356</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4.0.0)</td>
<td>-1/512</td>
<td>(7,1.1)</td>
<td>133/5200</td>
<td>(8,6.2)</td>
<td>4664/97960</td>
<td>(10,0.10)</td>
<td>-64996561/3758985940</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4.0.1)</td>
<td>-1/27</td>
<td>(7,1.2)</td>
<td>5831/163840</td>
<td>(8,7.1)</td>
<td>-1567/16384</td>
<td>(10,1.1)</td>
<td>-1560/78432</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4.0.2)</td>
<td>105/512</td>
<td>(7,1.3)</td>
<td>11347/819200</td>
<td>(8,8.0)</td>
<td>1447/37580</td>
<td>(10,1.2)</td>
<td>160927/11010028</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4.0.3)</td>
<td>-1/3</td>
<td>(7,1.4)</td>
<td>2286/379580</td>
<td>(9,0.0)</td>
<td>-28/1737805</td>
<td>(10,1.3)</td>
<td>20729249/22202096</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4.0.4)</td>
<td>687/8192</td>
<td>(7,1.5)</td>
<td>1609/81920</td>
<td>(9,0.1)</td>
<td>-340/4587520</td>
<td>(10,1.4)</td>
<td>8802091/14880864</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4.1.1)</td>
<td>-1/3</td>
<td>(7,1.6)</td>
<td>1816/163840</td>
<td>(9,0.2)</td>
<td>2296/2097152</td>
<td>(10,1.5)</td>
<td>28433193/5793792</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4.1.2)</td>
<td>51/128</td>
<td>(7,2.0)</td>
<td>40/20480</td>
<td>(9,0.3)</td>
<td>13407/655360</td>
<td>(10,1.6)</td>
<td>-130000/78432</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4.1.3)</td>
<td>-105/512</td>
<td>(7,2.1)</td>
<td>696/163840</td>
<td>(9,0.4)</td>
<td>-261155/3870048</td>
<td>(10,1.7)</td>
<td>931778705/197760912</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4.2.0)</td>
<td>-1/128</td>
<td>(7,2.2)</td>
<td>-21837/327680</td>
<td>(9,0.5)</td>
<td>40437777/30720160</td>
<td>(10,1.8)</td>
<td>-167572035/29156324</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4.2.1)</td>
<td>-1/128</td>
<td>(7,2.3)</td>
<td>16032/327680</td>
<td>(9,0.6)</td>
<td>-54686001/5904960</td>
<td>(10,1.9)</td>
<td>277888055/597144674</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4.2.2)</td>
<td>35/256</td>
<td>(7,2.4)</td>
<td>-16032/327680</td>
<td>(9,0.7)</td>
<td>-26467299/73400320</td>
<td>(10,2.0)</td>
<td>-4549/3200000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4.3.1)</td>
<td>-27/256</td>
<td>(7,2.5)</td>
<td>207723/1073741824</td>
<td>(9,0.8)</td>
<td>-6511005/5904960</td>
<td>(10,2.1)</td>
<td>-4435/1375628</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4.4.0)</td>
<td>-15/256</td>
<td>(7,3.0)</td>
<td>77/40960</td>
<td>(9,0.9)</td>
<td>4575107/14680640</td>
<td>(10,2.2)</td>
<td>4761/524288</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5.0.0)</td>
<td>-1/128</td>
<td>(7,3.1)</td>
<td>373/30720</td>
<td>(9,1.1)</td>
<td>-83/3889520</td>
<td>(10,2.3)</td>
<td>-1170815/1835608</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5.0.1)</td>
<td>-1/128</td>
<td>(7,3.2)</td>
<td>193/153600</td>
<td>(9,1.2)</td>
<td>-248/4597760</td>
<td>(10,2.4)</td>
<td>116664/7900032</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5.0.2)</td>
<td>285/1024</td>
<td>(7,3.3)</td>
<td>81789/819200</td>
<td>(9,1.3)</td>
<td>67659/2293760</td>
<td>(10,2.5)</td>
<td>5444555/2936128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5.0.3)</td>
<td>-1284/1024</td>
<td>(7,3.4)</td>
<td>-1111967/655360</td>
<td>(9,1.4)</td>
<td>-5164187/5904960</td>
<td>(10,2.6)</td>
<td>-151700721/392232144</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5.0.4)</td>
<td>1325/2048</td>
<td>(7,4.0)</td>
<td>161/20480</td>
<td>(9,1.5)</td>
<td>4580461/4587520</td>
<td>(10,2.7)</td>
<td>-6683187/352312596</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5.0.5)</td>
<td>-265/4096</td>
<td>(7,4.1)</td>
<td>-111/524288</td>
<td>(9,1.6)</td>
<td>-28716057/398034064</td>
<td>(10,2.8)</td>
<td>-527090889/13850793992</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5.1.1)</td>
<td>-9/4</td>
<td>(7,4.2)</td>
<td>-55557/163840</td>
<td>(9,1.7)</td>
<td>4888199/9175040</td>
<td>(10,3.0)</td>
<td>-1235/5550704</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5.1.2)</td>
<td>225/2048</td>
<td>(7,4.3)</td>
<td>20973/819200</td>
<td>(9,1.8)</td>
<td>830965/12800000</td>
<td>(10,3.1)</td>
<td>-1400729/31250020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5.1.3)</td>
<td>-256/512</td>
<td>(7,5.0)</td>
<td>350/20480</td>
<td>(9,2.0)</td>
<td>429/1146880</td>
<td>(10,3.2)</td>
<td>85976/5590024</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5.1.4)</td>
<td>-256/512</td>
<td>(7,5.1)</td>
<td>861/102400</td>
<td>(9,2.1)</td>
<td>-537767/22937600</td>
<td>(10,3.3)</td>
<td>-15402079/28883200</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5.2.0)</td>
<td>-65/256</td>
<td>(7,5.2)</td>
<td>-371/20480</td>
<td>(9,2.2)</td>
<td>55659/573440</td>
<td>(10,3.4)</td>
<td>26423141/144049492</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5.2.1)</td>
<td>15/128</td>
<td>(7,6.1)</td>
<td>4179/163840</td>
<td>(9,2.3)</td>
<td>22707/1835608</td>
<td>(10,3.5)</td>
<td>6292483/3978016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5.2.2)</td>
<td>-15/256</td>
<td>(7,7.0)</td>
<td>-7927/40960</td>
<td>(9,2.4)</td>
<td>-471079/9175040</td>
<td>(10,3.6)</td>
<td>-2909447/5938599</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5.2.3)</td>
<td>-256/2048</td>
<td>(8,0.0)</td>
<td>825/1964608</td>
<td>(9,2.5)</td>
<td>2091937/9175040</td>
<td>(10,3.7)</td>
<td>-31753197/1409388144</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n,k,l)</td>
<td>$a_{n,k,l}$</td>
<td>(n,k,l)</td>
<td>$a_{n,k,l}$</td>
<td>(n,k,l)</td>
<td>$a_{n,k,l}$</td>
<td>(n,k,l)</td>
<td>$a_{n,k,l}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>--------</td>
<td>-------------</td>
<td>--------</td>
<td>-------------</td>
<td>--------</td>
<td>-------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5,0)</td>
<td>$-2^{5}$</td>
<td>(8,0)</td>
<td>$-2^{8}$</td>
<td>(9,2)</td>
<td>$-2^{16}$</td>
<td>(10,4)</td>
<td>$-2^{24}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5,1)</td>
<td>$-2^{13}$</td>
<td>(8,0)</td>
<td>$-2^{16}$</td>
<td>(9,2)</td>
<td>$-2^{32}$</td>
<td>(10,4)</td>
<td>$-2^{48}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5,2)</td>
<td>$-2^{31}$</td>
<td>(8,0)</td>
<td>$-2^{32}$</td>
<td>(9,2)</td>
<td>$-2^{64}$</td>
<td>(10,4)</td>
<td>$-2^{96}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5,3)</td>
<td>$-2^{63}$</td>
<td>(8,0)</td>
<td>$-2^{64}$</td>
<td>(9,2)</td>
<td>$-2^{128}$</td>
<td>(10,4)</td>
<td>$-2^{192}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5,4)</td>
<td>$-2^{127}$</td>
<td>(8,0)</td>
<td>$-2^{128}$</td>
<td>(9,2)</td>
<td>$-2^{256}$</td>
<td>(10,4)</td>
<td>$-2^{384}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5,5)</td>
<td>$-2^{255}$</td>
<td>(8,0)</td>
<td>$-2^{256}$</td>
<td>(9,2)</td>
<td>$-2^{512}$</td>
<td>(10,4)</td>
<td>$-2^{768}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5,6)</td>
<td>$-2^{511}$</td>
<td>(8,0)</td>
<td>$-2^{512}$</td>
<td>(9,2)</td>
<td>$-2^{1024}$</td>
<td>(10,4)</td>
<td>$-2^{1536}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5,7)</td>
<td>$-2^{1023}$</td>
<td>(8,0)</td>
<td>$-2^{1024}$</td>
<td>(9,2)</td>
<td>$-2^{2048}$</td>
<td>(10,4)</td>
<td>$-2^{3072}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
A.3.2. Permutation Operator

<table>
<thead>
<tr>
<th>(n,k,l)</th>
<th>$a_{n,k,l}$</th>
<th>(n,k,l)</th>
<th>$a_{n,k,l}$</th>
<th>(n,k,l)</th>
<th>$a_{n,k,l}$</th>
<th>(n,k,l)</th>
<th>$a_{n,k,l}$</th>
<th>(n,k,l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,0,0)</td>
<td>$\frac{1}{4}$</td>
<td>(4,4,0)</td>
<td>$\frac{2}{15}$</td>
<td>(6,1,4)</td>
<td>$-\frac{1}{2}$</td>
<td>(7,2,1)</td>
<td>$-\frac{1}{32}$</td>
<td>(8,1,4)</td>
</tr>
<tr>
<td>(1,0,0)</td>
<td>$\frac{5}{16}$</td>
<td>(5,0,0)</td>
<td>$\frac{13}{720}$</td>
<td>(6,1,5)</td>
<td>$\frac{38}{525}$</td>
<td>(7,2,2)</td>
<td>$-\frac{203}{92160}$</td>
<td>(8,1,5)</td>
</tr>
<tr>
<td>(1,0,1)</td>
<td>$\frac{7}{16}$</td>
<td>(5,0,1)</td>
<td>$-\frac{8}{45}$</td>
<td>(6,2,0)</td>
<td>$\frac{1}{32}$</td>
<td>(7,2,3)</td>
<td>$-\frac{819}{58980}$</td>
<td>(8,1,6)</td>
</tr>
<tr>
<td>(1,1,0)</td>
<td>$\frac{1}{8}$</td>
<td>(5,0,2)</td>
<td>$\frac{67}{24576}$</td>
<td>(6,2,1)</td>
<td>$\frac{151}{24576}$</td>
<td>(7,2,4)</td>
<td>$\frac{5537}{37800}$</td>
<td>(8,1,7)</td>
</tr>
<tr>
<td>(2,0,0)</td>
<td>$\frac{7}{64}$</td>
<td>(5,0,3)</td>
<td>$\frac{23}{4096}$</td>
<td>(6,2,2)</td>
<td>$-\frac{407}{59040}$</td>
<td>(7,2,5)</td>
<td>$-\frac{62217}{127260}$</td>
<td>(8,2,0)</td>
</tr>
<tr>
<td>(2,0,1)</td>
<td>$\frac{5}{64}$</td>
<td>(5,0,4)</td>
<td>$\frac{1387}{18384}$</td>
<td>(6,2,3)</td>
<td>$-\frac{567}{49152}$</td>
<td>(7,3,0)</td>
<td>$\frac{229}{58980}$</td>
<td>(8,2,1)</td>
</tr>
<tr>
<td>(2,0,2)</td>
<td>$\frac{11}{128}$</td>
<td>(5,0,5)</td>
<td>$-\frac{2413}{49152}$</td>
<td>(6,2,4)</td>
<td>$-\frac{12007}{49152}$</td>
<td>(7,3,1)</td>
<td>$\frac{749}{74976}$</td>
<td>(8,2,2)</td>
</tr>
<tr>
<td>(2,1,0)</td>
<td>$\frac{3}{16}$</td>
<td>(5,1,0)</td>
<td>$-\frac{1}{81}$</td>
<td>(6,3,0)</td>
<td>$\frac{37}{5760}$</td>
<td>(7,3,2)</td>
<td>$\frac{187}{16515072}$</td>
<td>(8,2,3)</td>
</tr>
<tr>
<td>(2,1,1)</td>
<td>$\frac{7}{64}$</td>
<td>(5,1,1)</td>
<td>$\frac{1}{1536}$</td>
<td>(6,3,1)</td>
<td>$\frac{699}{245760}$</td>
<td>(7,3,3)</td>
<td>$\frac{12421}{17160340}$</td>
<td>(8,2,4)</td>
</tr>
<tr>
<td>(3,0,0)</td>
<td>$\frac{1}{768}$</td>
<td>(5,1,2)</td>
<td>$\frac{67}{4096}$</td>
<td>(6,3,2)</td>
<td>$-\frac{53}{8980}$</td>
<td>(7,3,4)</td>
<td>$\frac{9665}{58880}$</td>
<td>(8,2,5)</td>
</tr>
<tr>
<td>(3,0,1)</td>
<td>$\frac{3}{64}$</td>
<td>(5,1,3)</td>
<td>$\frac{517}{6144}$</td>
<td>(6,3,3)</td>
<td>$-\frac{179}{30888}$</td>
<td>(7,4,0)</td>
<td>$-\frac{179}{58980}$</td>
<td>(8,2,6)</td>
</tr>
<tr>
<td>(3,0,2)</td>
<td>$\frac{1}{32}$</td>
<td>(5,1,4)</td>
<td>$\frac{375}{19358}$</td>
<td>(6,4,0)</td>
<td>$-\frac{71}{5760}$</td>
<td>(7,4,1)</td>
<td>$\frac{969}{30888}$</td>
<td>(8,3,0)</td>
</tr>
<tr>
<td>(3,0,3)</td>
<td>$\frac{1}{576}$</td>
<td>(5,2,0)</td>
<td>$\frac{19}{135}$</td>
<td>(6,4,0)</td>
<td>$\frac{130}{40960}$</td>
<td>(7,4,2)</td>
<td>$-\frac{11197}{1966080}$</td>
<td>(8,3,1)</td>
</tr>
<tr>
<td>(3,1,0)</td>
<td>$\frac{1}{128}$</td>
<td>(5,2,1)</td>
<td>$\frac{13}{1024}$</td>
<td>(6,4,2)</td>
<td>$\frac{533}{40960}$</td>
<td>(7,4,3)</td>
<td>$\frac{197}{254410}$</td>
<td>(8,3,2)</td>
</tr>
<tr>
<td>(3,1,1)</td>
<td>$\frac{7}{128}$</td>
<td>(5,2,2)</td>
<td>$\frac{887}{24576}$</td>
<td>(6,5,0)</td>
<td>$\frac{23}{1560}$</td>
<td>(7,5,0)</td>
<td>$\frac{31}{6144}$</td>
<td>(8,3,3)</td>
</tr>
<tr>
<td>(3,1,2)</td>
<td>$\frac{11}{256}$</td>
<td>(5,2,3)</td>
<td>$\frac{577}{49152}$</td>
<td>(6,5,1)</td>
<td>$-\frac{299}{245760}$</td>
<td>(7,5,1)</td>
<td>$\frac{1797}{254410}$</td>
<td>(8,3,4)</td>
</tr>
<tr>
<td>(3,2,0)</td>
<td>$\frac{1}{64}$</td>
<td>(5,3,0)</td>
<td>$\frac{1}{384}$</td>
<td>(6,6,0)</td>
<td>$-\frac{189}{245760}$</td>
<td>(7,5,2)</td>
<td>$\frac{551}{184320}$</td>
<td>(8,3,5)</td>
</tr>
<tr>
<td>(3,2,1)</td>
<td>$\frac{1}{512}$</td>
<td>(5,3,1)</td>
<td>$\frac{7}{3072}$</td>
<td>(7,0,0)</td>
<td>$-\frac{823}{2000392}$</td>
<td>(7,6,0)</td>
<td>$\frac{67}{714824}$</td>
<td>(8,4,0)</td>
</tr>
<tr>
<td>(3,3,0)</td>
<td>$\frac{1}{384}$</td>
<td>(5,3,2)</td>
<td>$\frac{357}{2048}$</td>
<td>(7,0,1)</td>
<td>$\frac{109}{12696}$</td>
<td>(7,6,1)</td>
<td>$\frac{389}{2048}$</td>
<td>(8,4,1)</td>
</tr>
<tr>
<td>(4,0,0)</td>
<td>$\frac{1}{576}$</td>
<td>(5,4,0)</td>
<td>$\frac{1}{1024}$</td>
<td>(7,0,2)</td>
<td>$\frac{691}{327680}$</td>
<td>(7,7,0)</td>
<td>$\frac{1}{161936}$</td>
<td>(8,4,2)</td>
</tr>
<tr>
<td>(4,0,1)</td>
<td>$\frac{5}{192}$</td>
<td>(5,4,1)</td>
<td>$\frac{29}{13536}$</td>
<td>(7,0,3)</td>
<td>$\frac{207}{393216}$</td>
<td>(8,0,0)</td>
<td>$\frac{367}{184320}$</td>
<td>(8,4,3)</td>
</tr>
<tr>
<td>(4,0,2)</td>
<td>$\frac{105}{3072}$</td>
<td>(5,5,0)</td>
<td>$\frac{7}{384}$</td>
<td>(7,0,4)</td>
<td>$-\frac{10103}{23592960}$</td>
<td>(8,0,1)</td>
<td>$\frac{236}{4128768}$</td>
<td>(8,4,4)</td>
</tr>
<tr>
<td>(4,0,3)</td>
<td>$\frac{277}{576}$</td>
<td>(6,0,0)</td>
<td>$\frac{7}{2304}$</td>
<td>(7,0,5)</td>
<td>$-\frac{3101}{23592960}$</td>
<td>(8,0,2)</td>
<td>$\frac{16079}{8575520}$</td>
<td>(8,5,0)</td>
</tr>
<tr>
<td>(4,0,4)</td>
<td>$\frac{13}{384}$</td>
<td>(6,0,1)</td>
<td>$\frac{161}{49152}$</td>
<td>(7,0,6)</td>
<td>$-\frac{56871}{47185920}$</td>
<td>(8,0,3)</td>
<td>$-\frac{134583}{8575520}$</td>
<td>(8,5,1)</td>
</tr>
<tr>
<td>(4,1,0)</td>
<td>$\frac{11}{128}$</td>
<td>(6,0,2)</td>
<td>$\frac{299}{30720}$</td>
<td>(7,0,7)</td>
<td>$\frac{103102400}{103102400}$</td>
<td>(8,0,4)</td>
<td>$-\frac{29913}{73040320}$</td>
<td>(8,5,2)</td>
</tr>
</tbody>
</table>

continued on next page...
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\[
\begin{array}{cccccccc}
\begin{array}{c}
(n,k,l)
\end{array} & \begin{array}{c}
a_{n,k,l}
\end{array} & \begin{array}{c}
a_{n,k,l}
\end{array} & \begin{array}{c}
a_{n,k,l}
\end{array} & \begin{array}{c}
a_{n,k,l}
\end{array} & \begin{array}{c}
a_{n,k,l}
\end{array} & \begin{array}{c}
a_{n,k,l}
\end{array} & \begin{array}{c}
a_{n,k,l}
\end{array} \\
(4,1,1) & \frac{25}{345} & (6,0,3) & \frac{1285}{9210} & (7,1,0) & \frac{177}{14746} & 3729 & 805,260,000 & 8,5,3 \\
(4,1,2) & -\frac{3}{8} & (6,0,4) & \frac{7767}{79856} & (7,1,1) & \frac{481}{16748} & 49152 & 20483840,000 & 8,6,0 \\
(4,1,3) & -\frac{341}{1088} & (6,0,5) & \frac{4205}{39316} & (7,1,2) & \frac{5649}{49152} & 336703,3521257600 & 3,6,1 \\
(4,2,0) & \frac{1}{353} & (6,0,6) & \frac{3267}{1179480} & (7,1,3) & \frac{1733}{49152} & 20952008000 & 8,6,2 \\
(4,2,1) & \frac{1}{353} & (6,1,0) & \frac{12}{8140} & (7,1,4) & \frac{144902}{1179480} & 10531900,000 & 8,7,0 \\
(4,2,2) & -\frac{1}{353} & (6,1,1) & \frac{923}{8140} & (7,1,5) & \frac{67061}{1179480} & 9937560 & 16513070,000 \\
(4,3,0) & \frac{3}{3072} & (6,1,2) & \frac{5234}{12386} & (7,1,6) & \frac{49094}{7864336} & 15511240,000 & 8,8,0 \\
(4,3,1) & \frac{6}{3072} & (6,1,3) & \frac{29}{1024} & (7,2,0) & \frac{43}{8192} & -5753021,6151592000 & 8,1,3 \\
\end{array}
\]

Table A.8.: Series coefficients \( a_{n,k,l} \) of the high temperature expansion of the magnetic specific heat \( C = \sum_{n,k,l} a_{n,k,l} x^n y^k z^l (\beta J_{\perp})^n \) for the ladder with cyclic exchange using the permutation operator as defined in Eq. 1.56. Only nonzero coefficients are presented up to order \( \beta^8 \).
<table>
<thead>
<tr>
<th>(n,k,l)</th>
<th>$a_{n,k,l}$</th>
<th>(n,k,l)</th>
<th>$a_{n,k,l}$</th>
<th>(n,k,l)</th>
<th>$a_{n,k,l}$</th>
<th>(n,k,l)</th>
<th>$a_{n,k,l}$</th>
<th>(n,k,l)</th>
<th>$a_{n,k,l}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(4,0,2)$</td>
<td>165</td>
<td>5</td>
<td>8</td>
<td>(6,0,0)</td>
<td>-13</td>
<td>8192</td>
<td>(7,0,4)</td>
<td>76567</td>
<td>131072</td>
</tr>
<tr>
<td>$(4,0,3)$</td>
<td>40</td>
<td>36</td>
<td>8</td>
<td>(6,0,1)</td>
<td>281</td>
<td>4096</td>
<td>(7,0,5)</td>
<td>481453</td>
<td>131072</td>
</tr>
<tr>
<td>$(4,0,4)$</td>
<td>3245</td>
<td>8192</td>
<td>(6,0,2)</td>
<td>16017</td>
<td>33792</td>
<td>(7,0,6)</td>
<td>3717</td>
<td>32448</td>
<td>(8,0,2)</td>
</tr>
<tr>
<td>$(4,1,1)$</td>
<td>5</td>
<td>128</td>
<td>(6,0,3)</td>
<td>245</td>
<td>512</td>
<td>(7,0,7)</td>
<td>36663</td>
<td>33792</td>
<td>(8,0,3)</td>
</tr>
<tr>
<td>$(4,1,2)$</td>
<td>14</td>
<td>64</td>
<td>(6,0,4)</td>
<td>3535</td>
<td>8192</td>
<td>(7,1,1)</td>
<td>1422</td>
<td>4096</td>
<td>(8,0,4)</td>
</tr>
<tr>
<td>$(4,1,3)$</td>
<td>87</td>
<td>256</td>
<td>(6,0,5)</td>
<td>8965</td>
<td>33792</td>
<td>(7,1,2)</td>
<td>60224</td>
<td>16384</td>
<td>(8,0,5)</td>
</tr>
<tr>
<td>$(4,0,0)$</td>
<td>3</td>
<td>(6,0,6)</td>
<td>56095</td>
<td>262144</td>
<td>(7,1,3)</td>
<td>90277</td>
<td>4096</td>
<td>(8,0,6)</td>
<td>177597</td>
</tr>
<tr>
<td>$(4,2,1)$</td>
<td>13</td>
<td>32</td>
<td>(6,1,1)</td>
<td>193</td>
<td>4096</td>
<td>(7,1,4)</td>
<td>160064</td>
<td>16384</td>
<td>(8,0,7)</td>
</tr>
<tr>
<td>$(4,2,2)$</td>
<td>17</td>
<td>64</td>
<td>(6,1,2)</td>
<td>249</td>
<td>8192</td>
<td>(7,1,5)</td>
<td>54117</td>
<td>16384</td>
<td>(8,0,8)</td>
</tr>
<tr>
<td>$(4,3,1)$</td>
<td>27</td>
<td>128</td>
<td>(6,1,3)</td>
<td>3075</td>
<td>8192</td>
<td>(7,1,6)</td>
<td>708743</td>
<td>131072</td>
<td>(8,1,1)</td>
</tr>
<tr>
<td>$(4,4,0)$</td>
<td>18</td>
<td>256</td>
<td>(6,1,4)</td>
<td>219</td>
<td>4096</td>
<td>(7,2,0)</td>
<td>49</td>
<td>10480</td>
<td>(8,1,2)</td>
</tr>
<tr>
<td>$(5,0,0)$</td>
<td>5</td>
<td>512</td>
<td>(6,1,5)</td>
<td>16651</td>
<td>33792</td>
<td>(7,2,1)</td>
<td>8656</td>
<td>16384</td>
<td>(8,1,3)</td>
</tr>
<tr>
<td>$(5,0,1)$</td>
<td>55</td>
<td>1024</td>
<td>(6,2,0)</td>
<td>185</td>
<td>4096</td>
<td>(7,2,2)</td>
<td>10151</td>
<td>16384</td>
<td>(8,1,4)</td>
</tr>
<tr>
<td>$(5,0,2)$</td>
<td>205</td>
<td>2048</td>
<td>(6,2,1)</td>
<td>147</td>
<td>8192</td>
<td>(7,2,3)</td>
<td>4641</td>
<td>20480</td>
<td>(8,1,5)</td>
</tr>
<tr>
<td>$(5,0,3)$</td>
<td>643</td>
<td>5120</td>
<td>(6,2,2)</td>
<td>127</td>
<td>8192</td>
<td>(7,2,4)</td>
<td>38087</td>
<td>20480</td>
<td>(8,1,6)</td>
</tr>
</tbody>
</table>
## A.4. Shastry-Sutherland Model

Table A.9.: Series coefficients $a_{n,k}$ of the high temperature expansion of the magnetic susceptibility $\chi = \frac{1}{\beta} \sum_n a_{n,k} x^k (\beta J_1)^n$ for the Shastry-Sutherland model. Only nonzero coefficients are presented up to order $\beta^7$.

<table>
<thead>
<tr>
<th>(n,k)</th>
<th>$a_{n,k}$</th>
<th>(n,k)</th>
<th>$a_{n,k}$</th>
<th>(n,k)</th>
<th>$a_{n,k}$</th>
<th>(n,k)</th>
<th>$a_{n,k}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,0)</td>
<td>$\frac{1}{2}$</td>
<td>(3,0)</td>
<td>$\frac{1}{32}$</td>
<td>(4,2)</td>
<td>$\frac{17}{128}$</td>
<td>(5,3)</td>
<td>$-\frac{17}{768}$</td>
</tr>
<tr>
<td>(1,0)</td>
<td>$\frac{1}{16}$</td>
<td>(3,1)</td>
<td>$\frac{1}{64}$</td>
<td>(4,3)</td>
<td>$\frac{10}{768}$</td>
<td>(5,4)</td>
<td>$-\frac{17}{1536}$</td>
</tr>
<tr>
<td>(1,1)</td>
<td>$\frac{1}{16}$</td>
<td>(3,2)</td>
<td>$-\frac{11}{128}$</td>
<td>(4,4)</td>
<td>$\frac{13}{1024}$</td>
<td>(5,5)</td>
<td>$-\frac{71}{7680}$</td>
</tr>
<tr>
<td>(2,0)</td>
<td>$\frac{1}{64}$</td>
<td>(3,3)</td>
<td>$\frac{1}{32}$</td>
<td>(5,0)</td>
<td>$\frac{13}{216}$</td>
<td>(6,0)</td>
<td>$-\frac{127}{737280}$</td>
</tr>
<tr>
<td>(2,1)</td>
<td>$\frac{1}{8}$</td>
<td>(4,0)</td>
<td>$\frac{5}{384}$</td>
<td>(5,1)</td>
<td>$\frac{11}{3072}$</td>
<td>(6,1)</td>
<td>$\frac{17}{30720}$</td>
</tr>
<tr>
<td>(2,2)</td>
<td>$\frac{1}{8}$</td>
<td>(4,1)</td>
<td>$\frac{1}{32}$</td>
<td>(5,2)</td>
<td>$\frac{32}{3072}$</td>
<td>(6,2)</td>
<td>$-\frac{72}{30720}$</td>
</tr>
</tbody>
</table>

Table A.10.: Series coefficients $a_{n,k}$ of the high temperature expansion of the magnetic specific heat $C = \sum_n a_{n,k} x^k (\beta J_1)^n$ for the Shastry-Sutherland model. Only nonzero coefficients are presented up to order $\beta^8$.

<table>
<thead>
<tr>
<th>(n,k)</th>
<th>$a_{n,k}$</th>
<th>(n,k)</th>
<th>$a_{n,k}$</th>
<th>(n,k)</th>
<th>$a_{n,k}$</th>
<th>(n,k)</th>
<th>$a_{n,k}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2,0)</td>
<td>$\frac{3}{32}$</td>
<td>(4,3)</td>
<td>$\frac{11}{64}$</td>
<td>(6,0)</td>
<td>$-\frac{11}{2048}$</td>
<td>(7,2)</td>
<td>$\frac{65}{40960}$</td>
</tr>
<tr>
<td>(2,2)</td>
<td>$\frac{3}{8}$</td>
<td>(4,4)</td>
<td>$-\frac{31}{128}$</td>
<td>(6,2)</td>
<td>$\frac{153}{2048}$</td>
<td>(7,3)</td>
<td>$\frac{7}{512}$</td>
</tr>
<tr>
<td>(3,0)</td>
<td>$\frac{1}{64}$</td>
<td>(5,0)</td>
<td>$\frac{1}{512}$</td>
<td>(6,3)</td>
<td>$\frac{7}{1024}$</td>
<td>(7,4)</td>
<td>$-\frac{2681}{30720}$</td>
</tr>
<tr>
<td>(3,2)</td>
<td>$\frac{3}{32}$</td>
<td>(5,2)</td>
<td>$\frac{5}{512}$</td>
<td>(6,4)</td>
<td>$\frac{171}{1024}$</td>
<td>(7,5)</td>
<td>$\frac{245}{2048}$</td>
</tr>
<tr>
<td>(3,3)</td>
<td>$\frac{1}{16}$</td>
<td>(5,3)</td>
<td>$\frac{1}{32}$</td>
<td>(6,5)</td>
<td>$\frac{111}{512}$</td>
<td>(7,6)</td>
<td>$-\frac{973}{5120}$</td>
</tr>
<tr>
<td>(4,0)</td>
<td>$\frac{1}{32}$</td>
<td>(5,4)</td>
<td>$\frac{1}{64}$</td>
<td>(6,6)</td>
<td>$\frac{6}{2048}$</td>
<td>(7,7)</td>
<td>$\frac{263}{20480}$</td>
</tr>
<tr>
<td>(4,2)</td>
<td>$-\frac{1}{16}$</td>
<td>(5,5)</td>
<td>$-\frac{1}{128}$</td>
<td>(7,0)</td>
<td>$\frac{77}{81920}$</td>
<td>(8,0)</td>
<td>$\frac{851}{1808640}$</td>
</tr>
</tbody>
</table>
### A.5. Spin-Phonon System

Table A.11.: Series coefficients $a_{n,k,l,m}$ of the cluster expansion of the magnetic susceptibility $\chi = \frac{1}{\lambda} \sum_{n,k,l,m} a_{n,k,l,m}(z_0 \omega^2)k(\beta \omega)^l e^{\alpha \phi^m(\beta \omega)}$ for the spin-phonon system as defined in Eq. 2.1 with $z_0 = 1/(1 - \exp(-\beta \omega))$. Only nonzero coefficients are presented up to order $J^{10}$.

<table>
<thead>
<tr>
<th>$(n,k,l,m)$</th>
<th>$a_{n,k,l,m}$</th>
<th>$(n,k,l,m)$</th>
<th>$a_{n,k,l,m}$</th>
<th>$(n,k,l,m)$</th>
<th>$a_{n,k,l,m}$</th>
<th>$(n,k,l,m)$</th>
<th>$a_{n,k,l,m}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,0,0,0)</td>
<td>$\frac{1}{4}$</td>
<td>(7,3,3,0)</td>
<td>27</td>
<td>(9,2,2,0)</td>
<td>$-34567$</td>
<td>(10,2,6,-1)</td>
<td>$-467$</td>
</tr>
<tr>
<td>(1,0,1,0)</td>
<td>$\frac{1}{8}$</td>
<td>(7,3,3,-1)</td>
<td>26</td>
<td>(9,2,-2,-2)</td>
<td>$39557$</td>
<td>(10,2,6,-2)</td>
<td>$788432$</td>
</tr>
<tr>
<td>(2,1,1,0)</td>
<td>$\frac{1}{16}$</td>
<td>(7,3,3,-2)</td>
<td>26</td>
<td>(9,2,3,0)</td>
<td>6748</td>
<td>(10,2,7,0)</td>
<td>49876</td>
</tr>
<tr>
<td>(2,1,1,-1)</td>
<td>$\frac{1}{16}$</td>
<td>(7,3,3,-3)</td>
<td>35</td>
<td>(9,2,3,-1)</td>
<td>71</td>
<td>(10,2,7,-2)</td>
<td>49876</td>
</tr>
<tr>
<td>(3,0,3,0)</td>
<td>$\frac{1}{96}$</td>
<td>(7,3,4,0)</td>
<td>156</td>
<td>3072</td>
<td>6748</td>
<td>(10,2,8,0)</td>
<td>1269</td>
</tr>
<tr>
<td>(4,0,4,0)</td>
<td>$\frac{1}{1536}$</td>
<td>(7,3,4,-1)</td>
<td>35</td>
<td>(9,2,4,0)</td>
<td>7143</td>
<td>(10,2,8,-1)</td>
<td>$-14564$</td>
</tr>
<tr>
<td>(4,1,1,0)</td>
<td>$\frac{1}{64}$</td>
<td>(7,3,4,-2)</td>
<td>26</td>
<td>(9,2,-2,4)</td>
<td>$-57403$</td>
<td>(10,2,8,-2)</td>
<td>$-14564$</td>
</tr>
<tr>
<td>(4,1,1,-1)</td>
<td>$\frac{1}{64}$</td>
<td>(7,3,4,-3)</td>
<td>14</td>
<td>(9,2,5,0)</td>
<td>$-79$</td>
<td>(10,3,1,0)</td>
<td>$-17283472$</td>
</tr>
<tr>
<td>(4,1,2,0)</td>
<td>$\frac{1}{192}$</td>
<td>(8,0,8,0)</td>
<td>$\frac{1}{4}$</td>
<td>(9,2,5,-1)</td>
<td>$-80$</td>
<td>(10,3,1,-1)</td>
<td>7921</td>
</tr>
<tr>
<td>(4,1,2,-1)</td>
<td>$\frac{1}{192}$</td>
<td>(8,1,1,0)</td>
<td>71</td>
<td>(9,2,5,-2)</td>
<td>$-79$</td>
<td>(10,3,1,-2)</td>
<td>$-7921$</td>
</tr>
<tr>
<td>(4,1,3,0)</td>
<td>$\frac{1}{64}$</td>
<td>(8,1,1,-1)</td>
<td>71</td>
<td>(9,2,6,0)</td>
<td>$-677$</td>
<td>(10,3,1,-3)</td>
<td>$-17734759$</td>
</tr>
<tr>
<td>(4,1,3,-1)</td>
<td>$\frac{1}{64}$</td>
<td>(8,1,2,0)</td>
<td>71</td>
<td>(9,2,6,-2)</td>
<td>677</td>
<td>(10,3,2,0)</td>
<td>$-104688839$</td>
</tr>
<tr>
<td>(4,2,1,0)</td>
<td>$\frac{1}{128}$</td>
<td>(8,1,2,-1)</td>
<td>71</td>
<td>(9,2,7,0)</td>
<td>$-1$</td>
<td>(10,3,2,-1)</td>
<td>$90081827$</td>
</tr>
<tr>
<td>(4,2,1,-2)</td>
<td>$\frac{1}{128}$</td>
<td>(8,1,3,0)</td>
<td>$\frac{1}{16}$</td>
<td>(9,2,7,-1)</td>
<td>167</td>
<td>(10,3,2,-2)</td>
<td>$90081827$</td>
</tr>
<tr>
<td>(4,2,2,-1)</td>
<td>$\frac{1}{256}$</td>
<td>(8,1,3,-1)</td>
<td>51</td>
<td>(9,2,7,-2)</td>
<td>$-1$</td>
<td>(10,3,2,-3)</td>
<td>$-104688839$</td>
</tr>
<tr>
<td>(5,0,5,0)</td>
<td>$\frac{7}{5120}$</td>
<td>(8,1,4,0)</td>
<td>1677</td>
<td>(9,3,1,0)</td>
<td>$-19561$</td>
<td>(10,3,3,0)</td>
<td>$-824046$</td>
</tr>
<tr>
<td>(5,1,2,0)</td>
<td>$\frac{1}{128}$</td>
<td>(8,1,4,-1)</td>
<td>$-1677$</td>
<td>(9,3,1,-1)</td>
<td>$-19561$</td>
<td>(10,3,3,-1)</td>
<td>$-17074$</td>
</tr>
<tr>
<td>(5,1,2,-1)</td>
<td>$\frac{1}{128}$</td>
<td>(8,1,5,0)</td>
<td>23</td>
<td>(9,3,1,-2)</td>
<td>$-16715$</td>
<td>(10,3,3,-2)</td>
<td>6701</td>
</tr>
<tr>
<td>(5,1,3,0)</td>
<td>$\frac{1}{256}$</td>
<td>(8,1,5,-1)</td>
<td>$-23$</td>
<td>(9,3,1,-3)</td>
<td>$-16761$</td>
<td>(10,3,3,-3)</td>
<td>$-170674$</td>
</tr>
<tr>
<td>(5,1,3,-1)</td>
<td>$\frac{1}{256}$</td>
<td>(8,1,6,0)</td>
<td>277</td>
<td>(9,3,2,0)</td>
<td>551351</td>
<td>(10,3,4,0)</td>
<td>$-478933$</td>
</tr>
<tr>
<td>(5,1,4,0)</td>
<td>$\frac{1}{512}$</td>
<td>(8,1,6,-1)</td>
<td>277</td>
<td>(9,3,2,-1)</td>
<td>78851</td>
<td>(10,3,4,-1)</td>
<td>$-1027930$</td>
</tr>
<tr>
<td>(5,1,4,-1)</td>
<td>$\frac{1}{512}$</td>
<td>(8,1,7,0)</td>
<td>1</td>
<td>(9,3,2,-2)</td>
<td>$-19561$</td>
<td>(10,3,4,-2)</td>
<td>$-1027930$</td>
</tr>
<tr>
<td>(5,2,1,0)</td>
<td>$\frac{1}{64}$</td>
<td>(8,1,7,-1)</td>
<td>$-1$</td>
<td>(9,3,2,-3)</td>
<td>$-56831$</td>
<td>(10,3,4,-3)</td>
<td>$-478933$</td>
</tr>
<tr>
<td>(5,2,1,-1)</td>
<td>$\frac{1}{64}$</td>
<td>(8,2,1,0)</td>
<td>44777</td>
<td>(9,3,3,0)</td>
<td>9257</td>
<td>(10,3,5,0)</td>
<td>6694</td>
</tr>
<tr>
<td>(5,2,1,-2)</td>
<td>$\frac{1}{8}$</td>
<td>(8,2,1,-2)</td>
<td>$-44777$</td>
<td>(9,3,3,-1)</td>
<td>$-4251$</td>
<td>(10,3,5,-1)</td>
<td>847</td>
</tr>
</tbody>
</table>

continued on next page...
\[ \begin{array}{cccccc}
(5,2,2,0) & -1 & 128 & (8,2,2,0) & -128 \frac{8}{128} & (9,3,2,-2) & -128 \frac{8}{128} \\
(5,2,2,-2) & 1 & 128 & (8,2,2,-1) & -128 \frac{8}{128} & (9,3,2,-3) & -128 \frac{8}{128} \\
(5,2,3,0) & -1 & 128 & (8,2,2,-2) & -128 \frac{8}{128} & (9,3,4,0) & -128 \frac{8}{128} \\
(5,2,3,-2) & 1 & 128 & (8,2,3,0) & -128 \frac{8}{128} & (9,3,4,-1) & -128 \frac{8}{128} \\
(6,0,6,0) & -1 & 128 & (8,2,3,-2) & -128 \frac{8}{128} & (9,3,4,-2) & -128 \frac{8}{128} \\
(6,1,0) & -15 & 32 & (8,2,4,0) & -128 \frac{8}{128} & (9,3,4,-3) & -128 \frac{8}{128} \\
(6,1,-1) & 15 & 64 & (8,2,4,-1) & -128 \frac{8}{128} & (9,3,5,0) & -128 \frac{8}{128} \\
(6,1,2,0) & 15 & 64 & (8,2,4,-2) & -128 \frac{8}{128} & (9,3,5,-1) & -128 \frac{8}{128} \\
(6,1,-2,0) & -1 & 32 & (8,2,5,0) & -128 \frac{8}{128} & (9,3,5,-2) & -128 \frac{8}{128} \\
(6,1,3,0) & 1 & 64 & (8,2,5,-2) & -128 \frac{8}{128} & (9,3,5,-3) & -128 \frac{8}{128} \\
(6,1,-3,1) & -1 & 64 & (8,2,6,0) & -128 \frac{8}{128} & (9,3,6,0) & -128 \frac{8}{128} \\
(6,1,4,0) & -1 & 64 & (8,2,6,-1) & -128 \frac{8}{128} & (9,3,6,-1) & -128 \frac{8}{128} \\
(6,1,-4,1) & -1 & 32 & (8,2,6,-2) & -128 \frac{8}{128} & (9,3,6,-2) & -128 \frac{8}{128} \\
(6,1,5,0) & -1 & 64 & (8,3,1,0) & -128 \frac{8}{128} & (9,3,6,-3) & -128 \frac{8}{128} \\
(6,1,5,-1) & 1 & 64 & (8,3,1,-1) & -128 \frac{8}{128} & (9,4,1,0) & -128 \frac{8}{128} \\
(6,2,0,0) & 5 & 128 & (8,3,1,-2) & -128 \frac{8}{128} & (9,4,1,-1) & -128 \frac{8}{128} \\
(6,2,1,0) & -312 & 1024 & (8,3,1,-3) & -128 \frac{8}{128} & (9,4,1,-2) & -128 \frac{8}{128} \\
(6,2,2,0) & -51 & 256 & (8,3,2,0) & -128 \frac{8}{128} & (9,4,1,-3) & -128 \frac{8}{128} \\
(6,2,2,-1) & 51 & 256 & (8,3,2,1) & -128 \frac{8}{128} & (9,4,1,-4) & -128 \frac{8}{128} \\
(6,2,2,-2) & -51 & 256 & (8,3,2,-2) & -128 \frac{8}{128} & (9,4,2,0) & -128 \frac{8}{128} \\
(6,2,3,0) & -45 & 1024 & (8,3,2,-3) & -128 \frac{8}{128} & (9,4,2,-1) & -128 \frac{8}{128} \\
(6,2,3,-2) & 45 & 1024 & (8,3,3,0) & -128 \frac{8}{128} & (9,4,2,-2) & -128 \frac{8}{128} \\
(6,2,4,0) & 5 & 1024 & (8,3,3,-1) & -128 \frac{8}{128} & (9,4,2,-4) & -128 \frac{8}{128} \\
(6,2,4,-1) & 35 & 512 & (8,3,3,-2) & -128 \frac{8}{128} & (9,4,3,0) & -128 \frac{8}{128} \\
(6,2,4,-2) & 5 & 1024 & (8,3,3,-3) & -128 \frac{8}{128} & (9,4,3,-1) & -128 \frac{8}{128} \\
(6,3,1,0) & -11 & 512 & (8,3,4,0) & -128 \frac{8}{128} & (9,4,3,-2) & -128 \frac{8}{128} \\
(6,3,1,-1) & 11 & 512 & (8,3,4,1) & -128 \frac{8}{128} & (9,4,3,-3) & -128 \frac{8}{128} \\
(6,3,2,0) & 3 & 512 & (8,3,5,0) & -128 \frac{8}{128} & (9,4,4,-1) & -128 \frac{8}{128} \\
\end{array}\]
\[
\begin{array}{cccccc}
(n,k,l,m) & a_{n,k,l,m} & (n,k,l,m) & a_{n,k,l,m} & (n,k,l,m) & a_{n,k,l,m} \\
\hline
(6,3,2,-1) & \frac{32}{35} & (8,3,5,-1) & \frac{3}{1004} & (9,4,4,-3) & \frac{345}{4096} \\
(6,3,2,-2) & \frac{37}{35} & (8,3,5,-2) & \frac{-1}{1004} & (9,4,4,-4) & \frac{-173}{18432} \\
(6,3,2,-3) & \frac{1}{35} & (8,3,5,-3) & \frac{7}{2006} & (9,4,5,0) & \frac{7}{18432} \\
(6,3,3,0) & \frac{1}{768} & (8,4,1,0) & \frac{693}{5476} & (9,4,5,-1) & \frac{21}{12288} \\
(6,3,3,1) & \frac{1}{576} & (8,4,1,-1) & \frac{-143}{2568} & (9,4,5,-2) & \frac{143}{2568} \\
(6,3,3,2) & \frac{3}{576} & (8,4,1,-3) & \frac{-10427}{12288} & (9,4,5,-3) & \frac{7}{12288} \\
(6,3,3,3) & \frac{5}{576} & (8,4,1,-4) & \frac{-25649}{84576} & (9,4,5,-4) & \frac{1}{12288} \\
(7,0,7,0) & \frac{1}{16128} & (8,4,2,0) & \frac{-31}{12288} & (10,1,0,0) & \frac{-36067}{59454592} \\
(7,1,2,0) & \frac{5}{35} & (8,4,2,1) & \frac{-993}{2568} & (10,1,1,0) & \frac{-12441}{12288} \\
(7,1,2,1) & \frac{0}{35} & (8,4,2,2) & \frac{143}{2568} & (10,1,1,-1) & \frac{12441}{12288} \\
(7,1,3,0) & \frac{0}{412} & (8,4,2,3) & \frac{-993}{2568} & (10,1,2,0) & \frac{12441}{12288} \\
(7,1,3,1) & \frac{0}{512} & (8,4,2,4) & \frac{31}{12288} & (10,1,2,-1) & \frac{12441}{12288} \\
(7,1,4,0) & \frac{-25}{8192} & (8,4,3,0) & \frac{-21}{12288} & (10,1,3,0) & \frac{-1705}{32768} \\
(7,1,4,1) & \frac{26}{8192} & (8,4,3,1) & \frac{-1}{2006} & (10,1,3,-1) & \frac{-1705}{32768} \\
(7,1,5,0) & \frac{7}{12288} & (8,4,3,2) & \frac{6}{12288} & (10,1,4,0) & \frac{-6400}{18432} \\
(7,1,5,1) & \frac{1}{12288} & (8,4,3,3) & \frac{1}{12288} & (10,1,4,-1) & \frac{-6400}{18432} \\
(7,1,6,0) & \frac{131}{24000} & (8,4,4,0) & \frac{5}{12288} & (10,1,5,0) & \frac{59}{1536} \\
(7,1,6,1) & \frac{-153}{24000} & (8,4,4,1) & \frac{1}{2568} & (10,1,5,-1) & \frac{-59}{1536} \\
(7,2,1,0) & \frac{66}{64} & (8,4,4,2) & \frac{-193}{12288} & (10,1,6,0) & \frac{7303}{32768} \\
(7,2,1,1) & \frac{-59}{192} & (8,4,4,3) & \frac{1}{12288} & (10,1,6,-1) & \frac{7303}{32768} \\
(7,2,1,2) & \frac{66}{64} & (8,4,4,4) & \frac{5}{12288} & (10,1,7,0) & \frac{-1829}{98304} \\
(7,2,2,0) & \frac{-1009}{2400} & (9,0,9,0) & \frac{-379}{7427} & (10,1,7,-1) & \frac{-1829}{98304} \\
(7,2,2,1) & \frac{1000}{2400} & (9,1,2,0) & \frac{7}{3048} & (10,1,8,0) & \frac{-5933}{430496} \\
(7,2,3,0) & \frac{-113}{442} & (9,1,2,1) & \frac{-1}{2006} & (10,1,8,-1) & \frac{-5933}{430496} \\
(7,2,3,1) & \frac{113}{442} & (9,1,3,0) & \frac{7}{2006} & (10,1,9,0) & \frac{737}{1634092} \\
(7,2,3,2) & \frac{-113}{442} & (9,1,3,1) & \frac{-1}{2006} & (10,1,9,-1) & \frac{-737}{1634092} \\
(7,2,4,0) & \frac{174}{4608} & (9,1,4,0) & \frac{-33}{15964} & (10,2,1,0) & \frac{13129}{639144} \\
(7,2,4,1) & \frac{-174}{4608} & (9,1,4,1) & \frac{33}{15964} & (10,2,1,-1) & \frac{-13129}{639144} \\
(7,2,5,0) & \frac{7}{2048} & (9,1,5,0) & \frac{5}{12288} & (10,2,2,0) & \frac{-29616}{3630256} \\
(7,2,5,1) & \frac{-11}{2048} & (9,1,5,1) & \frac{5}{12288} & (10,2,2,-1) & \frac{-29616}{3630256} \\
\end{array}
\]

continued on next page...
Table A.12.: Series coefficients $a_{n,k,l,m}$ of the cluster expansion of the free energy $-\beta f = a_{0,0,0,0} \ln \zeta_0 + \sum_{n>0,k,l,m} a_{n,k,l,m} (\zeta_0 \omega^2)^k (\beta \omega)^l \exp(\beta \omega (-\beta f)^m)$ for the spin-phonon system as defined in Eq. 2.1 with $\zeta_0 = 1/(1 - \exp(-\beta \omega))$. Only nonzero coefficients are presented up to order $J^{-1}$.

<table>
<thead>
<tr>
<th>(n,k,l,m)</th>
<th>$a_{n,k,l,m}$</th>
<th>(n,k,l,m)</th>
<th>$a_{n,k,l,m}$</th>
<th>(n,k,l,m)</th>
<th>$a_{n,k,l,m}$</th>
<th>(n,k,l,m)</th>
<th>$a_{n,k,l,m}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (7,2,5,-2) )</td>
<td>$-\frac{7}{5048}$</td>
<td>( (9,1,6,0) )</td>
<td>$\frac{7}{5120}$</td>
<td>( (10,2,2,-2) )</td>
<td>$-\frac{952792}{65536}$</td>
<td>( (10,5,4,-5) )</td>
<td>$-\frac{43}{32768}$</td>
</tr>
<tr>
<td>( (7,3,1,0) )</td>
<td>$-\frac{21}{672}$</td>
<td>( (9,1,6,-1) )</td>
<td>$-\frac{21}{5120}$</td>
<td>( (10,2,3,0) )</td>
<td>$\frac{41607}{524288}$</td>
<td>( (10,5,5,0) )</td>
<td>$-\frac{7}{32768}$</td>
</tr>
<tr>
<td>( (7,3,1,-1) )</td>
<td>$\frac{22}{64}$</td>
<td>( (9,1,7,0) )</td>
<td>$\frac{1741}{98304}$</td>
<td>( (10,2,3,-2) )</td>
<td>$\frac{14192}{131072}$</td>
<td>( (10,5,5,-1) )</td>
<td>$-\frac{7}{98304}$</td>
</tr>
<tr>
<td>( (7,3,1,-2) )</td>
<td>$\frac{22}{64}$</td>
<td>( (9,1,7,-1) )</td>
<td>$-\frac{1741}{98304}$</td>
<td>( (10,2,4,0) )</td>
<td>$\frac{86663}{786432}$</td>
<td>( (10,5,5,-2) )</td>
<td>$\frac{7}{196608}$</td>
</tr>
<tr>
<td>( (7,3,1,-3) )</td>
<td>$\frac{323}{1024}$</td>
<td>( (9,1,8,0) )</td>
<td>$-\frac{1206}{116688}$</td>
<td>( (10,2,4,-1) )</td>
<td>$\frac{567}{786432}$</td>
<td>( (10,5,5,-3) )</td>
<td>$-\frac{7}{196608}$</td>
</tr>
<tr>
<td>( (7,3,2,0) )</td>
<td>$\frac{307}{3072}$</td>
<td>( (9,1,8,-1) )</td>
<td>$\frac{1095}{116688}$</td>
<td>( (10,2,4,-2) )</td>
<td>$\frac{86663}{786432}$</td>
<td>( (10,5,5,-4) )</td>
<td>$-\frac{7}{98304}$</td>
</tr>
<tr>
<td>( (7,3,2,-1) )</td>
<td>$\frac{313}{1024}$</td>
<td>( (9,2,1,0) )</td>
<td>$\frac{1093}{98304}$</td>
<td>( (10,2,5,0) )</td>
<td>$\frac{60865}{786432}$</td>
<td>( (10,5,5,-5) )</td>
<td>$-\frac{7}{196608}$</td>
</tr>
<tr>
<td>( (7,3,2,-2) )</td>
<td>$-\frac{313}{1024}$</td>
<td>( (9,2,1,-1) )</td>
<td>$-\frac{1093}{1024}$</td>
<td>( (10,2,5,-2) )</td>
<td>$\frac{60865}{786432}$</td>
<td>( (10,2,6,0) )</td>
<td>$-\frac{28237}{786432}$</td>
</tr>
</tbody>
</table>

...continued from previous page...
<table>
<thead>
<tr>
<th>(n,k,l,m)</th>
<th>(a_{n,k,l,m})</th>
<th>(n,k,l,m)</th>
<th>(a_{n,k,l,m})</th>
<th>(n,k,l,m)</th>
<th>(a_{n,k,l,m})</th>
<th>(n,k,l,m)</th>
<th>(a_{n,k,l,m})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(4,2,1,0)</td>
<td>(\frac{1}{44})</td>
<td>(8,3,3,0)</td>
<td>453</td>
<td>(10,2,1,-2)</td>
<td>39728</td>
<td>(11,2,3,-2)</td>
<td>-1052245</td>
</tr>
<tr>
<td>(4,2,1,-2)</td>
<td>(\frac{1}{44})</td>
<td>(8,3,3,-1)</td>
<td>1191</td>
<td>(10,2,2,0)</td>
<td>381856</td>
<td>(11,2,4,0)</td>
<td>27731</td>
</tr>
<tr>
<td>(4,2,0)</td>
<td>(\frac{1}{128})</td>
<td>(8,3,3,-2)</td>
<td>-1304</td>
<td>(10,2,2,-1)</td>
<td>257</td>
<td>(11,2,4,-2)</td>
<td>27731</td>
</tr>
<tr>
<td>(4,2,-1)</td>
<td>(\frac{1}{64})</td>
<td>(8,3,3,-3)</td>
<td>-253</td>
<td>(10,2,2,-2)</td>
<td>381856</td>
<td>(11,2,5,0)</td>
<td>103103</td>
</tr>
<tr>
<td>(4,2,-2)</td>
<td>(\frac{1}{64})</td>
<td>(8,3,4,0)</td>
<td>37</td>
<td>(10,2,3,0)</td>
<td>-31728</td>
<td>(11,2,5,-1)</td>
<td>4431</td>
</tr>
<tr>
<td>(5,0,5,0)</td>
<td>(\frac{1}{1024})</td>
<td>(8,3,4,-1)</td>
<td>1</td>
<td>(10,2,3,-2)</td>
<td>31728</td>
<td>(11,2,5,-2)</td>
<td>50524</td>
</tr>
<tr>
<td>(5,1,0,0)</td>
<td>(\frac{1}{256})</td>
<td>(8,3,4,-2)</td>
<td>1</td>
<td>(10,2,4,0)</td>
<td>16384</td>
<td>(11,2,6,0)</td>
<td>-1468</td>
</tr>
<tr>
<td>(5,1,1,0)</td>
<td>(\frac{1}{32})</td>
<td>(8,3,4,-3)</td>
<td>27</td>
<td>(10,2,4,-1)</td>
<td>-1468</td>
<td>(11,2,6,-2)</td>
<td>34972</td>
</tr>
<tr>
<td>(5,1,2,0)</td>
<td>(\frac{1}{16})</td>
<td>(8,3,5,0)</td>
<td>-16</td>
<td>(10,2,4,-2)</td>
<td>16384</td>
<td>(11,2,7,0)</td>
<td>-1468</td>
</tr>
<tr>
<td>(5,1,3,0)</td>
<td>(\frac{1}{8})</td>
<td>(8,3,5,-1)</td>
<td>-45</td>
<td>(10,2,5,0)</td>
<td>23393</td>
<td>(11,2,7,-1)</td>
<td>-1468</td>
</tr>
<tr>
<td>(5,1,4,0)</td>
<td>(\frac{1}{4})</td>
<td>(8,3,5,-2)</td>
<td>45</td>
<td>(10,2,5,-2)</td>
<td>-23393</td>
<td>(11,2,7,-2)</td>
<td>-1468</td>
</tr>
<tr>
<td>(5,1,5,0)</td>
<td>(\frac{1}{2})</td>
<td>(8,3,5,-3)</td>
<td>15</td>
<td>(10,2,6,0)</td>
<td>-23393</td>
<td>(11,2,8,0)</td>
<td>3355</td>
</tr>
<tr>
<td>(5,2,0,0)</td>
<td>(\frac{1}{16})</td>
<td>(8,4,1,0)</td>
<td>-16</td>
<td>(10,2,6,-1)</td>
<td>16384</td>
<td>(11,2,8,-2)</td>
<td>-1155</td>
</tr>
<tr>
<td>(5,2,1,0)</td>
<td>(\frac{1}{8})</td>
<td>(8,4,1,-1)</td>
<td>-2656</td>
<td>(10,2,6,-2)</td>
<td>-23393</td>
<td>(11,2,9,0)</td>
<td>-4902</td>
</tr>
<tr>
<td>(5,2,1,-2)</td>
<td>(\frac{1}{8})</td>
<td>(8,4,1,-3)</td>
<td>2656</td>
<td>(10,2,7,0)</td>
<td>-12627</td>
<td>(11,2,9,-1)</td>
<td>-4902</td>
</tr>
<tr>
<td>(5,2,2,0)</td>
<td>(\frac{1}{16})</td>
<td>(8,4,1,-4)</td>
<td>751</td>
<td>(10,2,7,-2)</td>
<td>12627</td>
<td>(11,2,9,-2)</td>
<td>4902</td>
</tr>
<tr>
<td>(5,2,2,-2)</td>
<td>(\frac{1}{16})</td>
<td>(8,4,2,0)</td>
<td>598</td>
<td>(10,2,8,0)</td>
<td>4417</td>
<td>(11,3,1,0)</td>
<td>620813</td>
</tr>
<tr>
<td>(5,2,3,0)</td>
<td>(\frac{1}{8})</td>
<td>(8,4,2,-1)</td>
<td>1501</td>
<td>(10,2,8,-1)</td>
<td>4417</td>
<td>(11,3,1,-1)</td>
<td>-620813</td>
</tr>
<tr>
<td>(5,2,3,-1)</td>
<td>(\frac{1}{8})</td>
<td>(8,4,2,-2)</td>
<td>7077</td>
<td>(10,2,8,-2)</td>
<td>4417</td>
<td>(11,3,1,-2)</td>
<td>-620813</td>
</tr>
<tr>
<td>(5,2,3,-2)</td>
<td>(\frac{1}{8})</td>
<td>(8,4,2,-3)</td>
<td>1841</td>
<td>(10,3,1,0)</td>
<td>3950553</td>
<td>(11,3,1,-3)</td>
<td>620813</td>
</tr>
<tr>
<td>(6,0,6,0)</td>
<td>(\frac{7}{4096})</td>
<td>(8,4,2,-4)</td>
<td>599</td>
<td>(10,3,1,-1)</td>
<td>13257</td>
<td>(11,3,2,0)</td>
<td>-6293645</td>
</tr>
<tr>
<td>(6,1,0,0)</td>
<td>(\frac{27}{4096})</td>
<td>(8,4,3,0)</td>
<td>27</td>
<td>(10,3,1,-2)</td>
<td>-13257</td>
<td>(11,3,2,-1)</td>
<td>-124772</td>
</tr>
<tr>
<td>(6,1,1,0)</td>
<td>(\frac{9}{16})</td>
<td>(8,4,3,-1)</td>
<td>-90</td>
<td>(10,3,1,-3)</td>
<td>-30660553</td>
<td>(11,3,2,-2)</td>
<td>714759</td>
</tr>
<tr>
<td>(6,1,2,0)</td>
<td>(\frac{9}{16})</td>
<td>(8,4,3,-2)</td>
<td>90</td>
<td>(10,3,2,0)</td>
<td>7650977</td>
<td>(11,3,2,-3)</td>
<td>6093645</td>
</tr>
<tr>
<td>(6,1,2,-1)</td>
<td>(\frac{9}{16})</td>
<td>(8,4,3,-3)</td>
<td>27</td>
<td>(10,3,2,-1)</td>
<td>132673</td>
<td>(11,3,3,0)</td>
<td>606671</td>
</tr>
<tr>
<td>(6,1,3,0)</td>
<td>(\frac{9}{16})</td>
<td>(8,4,4,0)</td>
<td>-90</td>
<td>(10,3,2,-2)</td>
<td>-132673</td>
<td>(11,3,3,1)</td>
<td>87896</td>
</tr>
<tr>
<td>(6,1,3,-1)</td>
<td>(\frac{9}{16})</td>
<td>(8,4,4,-1)</td>
<td>90</td>
<td>(10,3,2,-3)</td>
<td>-7650977</td>
<td>(11,3,3,-2)</td>
<td>87896</td>
</tr>
<tr>
<td>(6,1,4,0)</td>
<td>(\frac{9}{16})</td>
<td>(8,4,4,-2)</td>
<td>133</td>
<td>(10,3,3,0)</td>
<td>303456</td>
<td>(11,3,3,-3)</td>
<td>87896</td>
</tr>
<tr>
<td>(6,1,4,-1)</td>
<td>(\frac{9}{16})</td>
<td>(8,4,4,-3)</td>
<td>133</td>
<td>(10,3,3,-1)</td>
<td>2672</td>
<td>(11,3,4,0)</td>
<td>179547</td>
</tr>
<tr>
<td>(6,1,5,0)</td>
<td>(\frac{9}{16})</td>
<td>(8,4,4,-4)</td>
<td>-6</td>
<td>(10,3,3,-2)</td>
<td>-2672</td>
<td>(11,3,4,-1)</td>
<td>-4996</td>
</tr>
</tbody>
</table>
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\[
\begin{array}{cccccc}
(n,k,l,m) & a_{n,k,l,m} & (n,k,l,m) & a_{n,k,l,m} & (n,k,l,m) & a_{n,k,l,m} \\
(6.1.5,-1) & \frac{1}{3} & 32 & (9.0.9.0) & 4983 & 40645216 \\
(6.2.0) & -
\frac{1}{2} & 933 & (9.1.2.0) & -3 & 295 \\
(6.2.1,-2) & \frac{7}{18} & 57 & (9.1.2.1) & 386 & 258 \\
(6.2.2) & \frac{39}{128} & (9.1.3.0) & 386 & 522 & 1034.2 \\
(6.2.2,-1) & \frac{\sqrt{3}}{7} & (9.1.3.1) & 386 & 712 & 147456 \\
(6.2.2,-2) & \frac{39}{128} & (9.1.4.0) & -1 & 2048 \\
(6.2.3.0) & -
\frac{1}{182} & (9.1.4.1) & 4 & 32 \\
(6.2.3.2) & \frac{76}{1024} & (9.1.5.0) & -1 & 2048 \\
(6.2.4.0) & -
\frac{1}{182} & (9.1.5.1) & 4 & 560 \\
(6.2.4.1) & \frac{5}{1024} & (9.1.6.0) & 33 & 10240 \\
(6.2.4.2) & -
\frac{1}{182} & (9.1.6.1) & -3 & 10240 \\
(6.3.1.0) & \frac{3}{32} & (9.1.7.0) & 43 & 16384 \\
(6.3.1.1) & \frac{\sqrt{3}}{7} & (9.1.7.1) & 43 & 40207 \\
(6.3.1.2) & \frac{9}{38} & (9.1.8.0) & -1 & 40207 \\
(6.3.1.3) & \frac{3}{32} & (9.1.8.1) & -1 & 40207 \\
(6.3.2.0) & -
\frac{3}{38} & (9.2.1.0) & -3 & 64 \\
(6.3.2.1) & \frac{9}{38} & (9.2.1.1) & 526 & 256 \\
(6.3.2.2) & -
\frac{3}{38} & (9.2.1.2) & -3 & 64 \\
(6.3.2.3) & -
\frac{3}{38} & (9.2.2.0) & 25713 & 4096 \\
(6.3.3.0) & -
\frac{1}{512} & (9.2.2.1) & 25713 & 4096 \\
(6.3.3.1) & \frac{3}{512} & (9.2.3.0) & -5651 & 4096 \\
(6.3.3.2) & -
\frac{1}{512} & (9.2.3.1) & -167 & 128 \\
(6.3.3.3) & -
\frac{1}{512} & (9.2.3.2) & -5651 & 4096 \\
(7.0.7.0) & -
\frac{1}{343} & (9.2.4.0) & 33 & 16384 \\
(7.1.2.0) & -
\frac{81}{256} & (9.2.4.2) & -33 & 16384 \\
(7.1.2.1) & \frac{81}{256} & (9.2.5.0) & 933 & 16384 \\
(7.1.3.0) & \frac{81}{512} & (9.2.5.1) & 73 & 2048 \\
(7.1.3.1) & \frac{81}{512} & (9.2.5.2) & 933 & 16384 \\
(7.1.4.0) & \frac{7}{512} & (9.2.6.0) & 751 & 163840 \\
(7.1.4.1) & \frac{1}{512} & (9.2.6.2) & 661 & 163840 \\
\end{array}
\]
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<table>
<thead>
<tr>
<th>(n,k,l,m)</th>
<th>$a_{n,k,l,m}$</th>
<th>(n,k,l,m)</th>
<th>$a_{n,k,l,m}$</th>
<th>(n,k,l,m)</th>
<th>$a_{n,k,l,m}$</th>
<th>(n,k,l,m)</th>
<th>$a_{n,k,l,m}$</th>
<th>(n,k,l,m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(7,1,5,0)</td>
<td>-25</td>
<td>(9,2,7,0)</td>
<td>-137</td>
<td>(10,4,4,0)</td>
<td>-15</td>
<td>(11,4,3,-3)</td>
<td>-2737221</td>
<td>196608</td>
</tr>
<tr>
<td>(7,1,5,-1)</td>
<td>-25</td>
<td>(9,2,7,-1)</td>
<td>331</td>
<td>(10,4,4,-1)</td>
<td>946</td>
<td>(11,4,3,-4)</td>
<td>-1823519</td>
<td>583982</td>
</tr>
<tr>
<td>(7,1,6,0)</td>
<td>-21</td>
<td>40960</td>
<td>19394</td>
<td>(10,4,4,-2)</td>
<td>5567</td>
<td>(11,4,4,0)</td>
<td>80441</td>
<td>1179648</td>
</tr>
<tr>
<td>(7,1,6,-1)</td>
<td>-21</td>
<td>40960</td>
<td>6998</td>
<td>(10,4,4,-3)</td>
<td>946</td>
<td>(11,4,4,-1)</td>
<td>406824</td>
<td>599824</td>
</tr>
<tr>
<td>(7,2,1,0)</td>
<td>-15</td>
<td>16384</td>
<td>1812</td>
<td>(10,4,4,-4)</td>
<td>-15</td>
<td>(11,4,4,-3)</td>
<td>-1062524</td>
<td>3585824</td>
</tr>
<tr>
<td>(7,2,1,-1)</td>
<td>159</td>
<td>64</td>
<td>50701</td>
<td>(10,4,5,0)</td>
<td>35</td>
<td>(11,4,4,-4)</td>
<td>-98641</td>
<td>1179648</td>
</tr>
<tr>
<td>(7,2,1,-2)</td>
<td>159</td>
<td>64</td>
<td>50701</td>
<td>(10,4,5,-1)</td>
<td>1113</td>
<td>(11,4,5,0)</td>
<td>49035</td>
<td>900319</td>
</tr>
<tr>
<td>(7,2,2,0)</td>
<td>1815</td>
<td>2048</td>
<td>64</td>
<td>(10,4,5,-3)</td>
<td>2095</td>
<td>(11,4,5,-4)</td>
<td>98304</td>
<td>2048</td>
</tr>
<tr>
<td>(7,2,2,-1)</td>
<td>64</td>
<td>64</td>
<td>17064</td>
<td>(10,4,5,-4)</td>
<td>17</td>
<td>(11,4,5,-2)</td>
<td>111</td>
<td>2048</td>
</tr>
<tr>
<td>(7,2,3,0)</td>
<td>396</td>
<td>2048</td>
<td>1792</td>
<td>(10,4,6,0)</td>
<td>21</td>
<td>(11,4,5,-3)</td>
<td>2095</td>
<td>98304</td>
</tr>
<tr>
<td>(7,2,3,-1)</td>
<td>66</td>
<td>66</td>
<td>1792</td>
<td>(10,4,6,-1)</td>
<td>-147</td>
<td>(11,4,5,-4)</td>
<td>99035</td>
<td>990354</td>
</tr>
<tr>
<td>(7,2,3,-2)</td>
<td>365</td>
<td>2048</td>
<td>533</td>
<td>(10,4,6,-2)</td>
<td>-253</td>
<td>(11,4,6,0)</td>
<td>-189</td>
<td>65357</td>
</tr>
<tr>
<td>(7,2,4,0)</td>
<td>-15</td>
<td>64</td>
<td>4845</td>
<td>(10,4,6,-3)</td>
<td>-147</td>
<td>(11,4,6,-1)</td>
<td>-1497</td>
<td>990354</td>
</tr>
<tr>
<td>(7,2,4,-1)</td>
<td>15</td>
<td>64</td>
<td>4845</td>
<td>(10,4,6,-4)</td>
<td>21</td>
<td>(11,4,6,-3)</td>
<td>647</td>
<td>16384</td>
</tr>
<tr>
<td>(7,2,5,0)</td>
<td>15</td>
<td>64</td>
<td>533</td>
<td>(10,5,1,0)</td>
<td>244461</td>
<td>49152</td>
<td>185</td>
<td>665566</td>
</tr>
<tr>
<td>(7,2,5,-1)</td>
<td>66</td>
<td>66</td>
<td>533</td>
<td>(10,5,1,-1)</td>
<td>190329</td>
<td>49152</td>
<td>-977</td>
<td>798436</td>
</tr>
<tr>
<td>(7,3,1,0)</td>
<td>396</td>
<td>1024</td>
<td>51</td>
<td>(10,5,1,-2)</td>
<td>60959</td>
<td>49152</td>
<td>-991</td>
<td>16384</td>
</tr>
<tr>
<td>(7,3,1,-1)</td>
<td>-261</td>
<td>1024</td>
<td>51</td>
<td>(10,5,1,-3)</td>
<td>-60959</td>
<td>49152</td>
<td>-4771</td>
<td>16384</td>
</tr>
<tr>
<td>(7,3,1,-2)</td>
<td>-261</td>
<td>1024</td>
<td>51</td>
<td>(10,5,1,-4)</td>
<td>-1100326</td>
<td>294912</td>
<td>-993</td>
<td>16384</td>
</tr>
<tr>
<td>(7,3,1,-3)</td>
<td>-130</td>
<td>1024</td>
<td>51</td>
<td>(10,5,1,-5)</td>
<td>-131072</td>
<td>294912</td>
<td>-993</td>
<td>16384</td>
</tr>
<tr>
<td>(7,3,2,0)</td>
<td>-139</td>
<td>512</td>
<td>95</td>
<td>(10,5,2,0)</td>
<td>-2931</td>
<td>16384</td>
<td>1605833</td>
<td>3553844</td>
</tr>
<tr>
<td>(7,3,2,-1)</td>
<td>-15</td>
<td>512</td>
<td>95</td>
<td>(10,5,2,1)</td>
<td>-10591</td>
<td>3072</td>
<td>2066871</td>
<td>630022</td>
</tr>
<tr>
<td>(7,3,2,-2)</td>
<td>15</td>
<td>512</td>
<td>95</td>
<td>(10,5,2,2)</td>
<td>214866</td>
<td>16384</td>
<td>-1643652</td>
<td>2544144</td>
</tr>
<tr>
<td>(7,3,2,-3)</td>
<td>109</td>
<td>512</td>
<td>95</td>
<td>(10,5,2,3)</td>
<td>214866</td>
<td>16384</td>
<td>-1643652</td>
<td>2544144</td>
</tr>
<tr>
<td>(7,3,3,0)</td>
<td>396</td>
<td>1024</td>
<td>18</td>
<td>(10,5,2,4)</td>
<td>-10591</td>
<td>3072</td>
<td>2066871</td>
<td>630022</td>
</tr>
<tr>
<td>(7,3,3,-1)</td>
<td>-261</td>
<td>1024</td>
<td>18</td>
<td>(10,5,2,5)</td>
<td>-2931</td>
<td>16384</td>
<td>1605833</td>
<td>3553844</td>
</tr>
<tr>
<td>(7,3,3,-2)</td>
<td>-261</td>
<td>1024</td>
<td>18</td>
<td>(10,5,3,0)</td>
<td>-131072</td>
<td>294912</td>
<td>-993</td>
<td>16384</td>
</tr>
<tr>
<td>(7,3,3,-3)</td>
<td>-130</td>
<td>1024</td>
<td>18</td>
<td>(10,5,3,1)</td>
<td>-131072</td>
<td>294912</td>
<td>-993</td>
<td>16384</td>
</tr>
<tr>
<td>(7,3,4,0)</td>
<td>-109</td>
<td>512</td>
<td>18</td>
<td>(10,5,3,2)</td>
<td>-10591</td>
<td>3072</td>
<td>2066871</td>
<td>630022</td>
</tr>
<tr>
<td>(7,3,4,-1)</td>
<td>10</td>
<td>512</td>
<td>18</td>
<td>(10,5,3,3)</td>
<td>214866</td>
<td>16384</td>
<td>-1643652</td>
<td>2544144</td>
</tr>
<tr>
<td>(7,3,4,-2)</td>
<td>5</td>
<td>512</td>
<td>18</td>
<td>(10,5,3,4)</td>
<td>214866</td>
<td>16384</td>
<td>-1643652</td>
<td>2544144</td>
</tr>
<tr>
<td>(7,3,4,-3)</td>
<td>0</td>
<td>512</td>
<td>18</td>
<td>(10,5,3,5)</td>
<td>214866</td>
<td>16384</td>
<td>-1643652</td>
<td>2544144</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>(n,k,l,m)</th>
<th>a_{n,k,l,m}</th>
<th>(n,k,l,m)</th>
<th>a_{n,k,l,m}</th>
<th>(n,k,l,m)</th>
<th>a_{n,k,l,m}</th>
<th>(n,k,l,m)</th>
<th>a_{n,k,l,m}</th>
</tr>
</thead>
<tbody>
<tr>
<td>(7,3,4,-2)</td>
<td>(\frac{5}{5} \times 3048)</td>
<td>(9,4,1,-3)</td>
<td>(-\frac{1}{128})</td>
<td>(10,5,3,-4)</td>
<td>(-\frac{2}{1024})</td>
<td>(11,5,2,-4)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(7,3,4,-3)</td>
<td>(\frac{2}{2} \times 3048)</td>
<td>(9,4,1,-4)</td>
<td>(\frac{2}{64} \times 32768)</td>
<td>(10,5,3,-5)</td>
<td>(-\frac{3}{16384})</td>
<td>(11,5,2,-5)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,0,8,0)</td>
<td>(\frac{4417}{1830000})</td>
<td>(9,4,2,0)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(10,5,4,0)</td>
<td>(\frac{1}{1024})</td>
<td>(11,5,3,0)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,1,1,0)</td>
<td>(\frac{320}{328})</td>
<td>(9,4,2,-1)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(10,5,4,-1)</td>
<td>(-\frac{1}{1024})</td>
<td>(11,5,3,-1)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,1,1,1)</td>
<td>(\frac{\frac{1}{1024}}{328})</td>
<td>(9,4,2,-3)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(10,5,4,-2)</td>
<td>(-\frac{1}{1024})</td>
<td>(11,5,3,-2)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,1,2,0)</td>
<td>(\frac{\frac{1}{328}}{328})</td>
<td>(9,4,2,-4)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(10,5,4,-3)</td>
<td>(-\frac{1}{1024})</td>
<td>(11,5,3,-3)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,1,2,1)</td>
<td>(\frac{\frac{1}{328}}{328})</td>
<td>(9,4,3,0)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(10,5,4,-4)</td>
<td>(-\frac{1}{1024})</td>
<td>(11,5,3,-4)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,1,3,0)</td>
<td>(\frac{105}{1024})</td>
<td>(9,4,3,-1)</td>
<td>(-\frac{1}{64} \times 64)</td>
<td>(10,5,4,-5)</td>
<td>(\frac{1}{1024})</td>
<td>(11,5,3,-5)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,1,3,1)</td>
<td>(\frac{\frac{1}{64}}{1024})</td>
<td>(9,4,3,-2)</td>
<td>(-\frac{1}{64} \times 64)</td>
<td>(10,5,5,0)</td>
<td>(\frac{1}{1024})</td>
<td>(11,5,4,0)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,1,4,0)</td>
<td>(\frac{11}{328})</td>
<td>(9,4,3,-3)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(10,5,5,-1)</td>
<td>(-\frac{1}{1024})</td>
<td>(11,5,4,-1)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,1,4,1)</td>
<td>(\frac{\frac{1}{64}}{328})</td>
<td>(9,4,3,-4)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(10,5,5,-2)</td>
<td>(\frac{1}{1024})</td>
<td>(11,5,4,-2)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,1,5,0)</td>
<td>(\frac{15}{320})</td>
<td>(9,4,4,0)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(10,5,5,-3)</td>
<td>(\frac{1}{1024})</td>
<td>(11,5,4,-3)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,1,5,1)</td>
<td>(\frac{\frac{1}{64}}{320})</td>
<td>(9,4,4,-1)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(10,5,5,-4)</td>
<td>(\frac{1}{1024})</td>
<td>(11,5,4,-4)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,1,6,0)</td>
<td>(\frac{\frac{1}{64}}{320})</td>
<td>(9,4,4,-3)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(10,5,5,-5)</td>
<td>(\frac{1}{1024})</td>
<td>(11,5,4,-5)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,1,6,1)</td>
<td>(\frac{\frac{1}{64}}{320})</td>
<td>(9,4,4,-4)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(10,5,11,0)</td>
<td>(\frac{1}{1024})</td>
<td>(11,5,5,0)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,1,7,0)</td>
<td>(\frac{417}{491520})</td>
<td>(9,4,5,0)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(11,5,2,0)</td>
<td>(\frac{1}{1024})</td>
<td>(11,5,5,1)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,1,7,1)</td>
<td>(\frac{417}{491520})</td>
<td>(9,4,5,-1)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(11,5,2,-1)</td>
<td>(\frac{1}{1024})</td>
<td>(11,5,5,-1)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,2,1,0)</td>
<td>(\frac{13053}{4096})</td>
<td>(9,4,5,-2)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(11,5,3,0)</td>
<td>(\frac{1}{1024})</td>
<td>(11,5,5,3)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,2,1,2)</td>
<td>(\frac{13053}{4096})</td>
<td>(9,4,5,-3)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(11,5,3,1)</td>
<td>(\frac{1}{1024})</td>
<td>(11,5,5,4)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,2,2,0)</td>
<td>(\frac{9295}{4096})</td>
<td>(9,4,5,-4)</td>
<td>(\frac{1}{64} \times 64)</td>
<td>(11,5,4,0)</td>
<td>(\frac{1}{1024})</td>
<td>(11,5,5,5)</td>
<td>(\frac{65536}{32768})</td>
</tr>
<tr>
<td>(8,2,2,1)</td>
<td>(\frac{471}{328})</td>
<td>(10,0,10,0)</td>
<td>(-\frac{334433}{9900453200})</td>
<td>(11,5,6,0)</td>
<td>(\frac{1}{1024})</td>
<td>(11,5,5,6)</td>
<td>(\frac{21}{55536})</td>
</tr>
</tbody>
</table>
B. Perturbation Theory for Spin-Phonon System

This Appendix refers to the ideas introduced for the extrapolations of the results of the isolated spin models, see the first part of this thesis. There, the extrapolations of the results for the susceptibility could be biased in the low temperature regime by the incorporation of the known value of the gap, even if it was zero. The spin-phonon problem is different from the isolated spin models. As mentioned in Chapter 2 the extrapolations are not performed in the inverse temperature, but in the magnetic exchange coupling $J$. Thus, one is interested in the behavior of the susceptibility as a function of $J$ for fixed temperature in the limit $J \to \infty$.

Fixing the temperature $T$ and the phonon frequency $\omega$, the limit $J \to \infty$ corresponds to the adiabatic limit. In that limit it was shown that even a marginal spin-phonon interaction leads to a dimerization of the spin system [143,145]. An essential feature for the phase transition to occur is that the phonon mode responsible for the dimerization is softening already above the transition temperature and its energy vanishes at the transition itself.

Here, a mean-field ansatz is used in the limit $J \to \infty$. Such an ansatz is well justified in the adiabatic limit. Fixing the temperature $T$ and the phonon frequency $\omega$ the limit $J \to \infty$ corresponds to $J \gg T$, $J \gg \omega$, and $\beta\omega = \text{const}$. A first approach to get information on the behavior of the system in the limit $J \to \infty$ is to regard the spin system to be at zero temperature perturbed by the finite temperature fluctuations of the phonons.

An analysis of the ground state energy in the adiabatic limit yields that it is energetically most favorable for the spin system to be fully dimerized. The gain in magnetic energy due to the dimerization $\delta$ (notation as in Chapter 1.4, see Eq. 1.25) is proportional to $J\delta^{4/3}$ which overcompensates the loss in elastic energy proportional to $\omega\delta^2$ [145]. This leads to a full dimerization of the spin system in the limit $J \to \infty$ where the phonons are completely softened. The strength of the magnetic exchange coupling alternates between 0 and $2J$ on every second bond.

To perform a systematic perturbation expansion for the ground state energy and for the energy of the first excited state of the spin-phonon problem (see Chapter 2) the starting point is a fully dimerized spin system with a thermodynamically averaged number of phonons on each bond. In this limit the ground state energy per site of the spin sector is simply $e_{0}^{\text{spin}} = -\frac{3}{8}J$ and the singlet-triplet gap $\Delta_{01}$ to the first excited state is given by $\Delta_{01} = 2J$.

Switching on the perturbation, i.e. the thermal fluctuations of the phonons, the gap will be influenced significantly. The adiabatic limit is justified not only by $\omega \ll J$ but also by $\omega \ll \Delta_{01}$ assuming the
obvious proportionality $\Delta_{01} \propto J$. In Ref. [171] it was shown that $\omega \ll \Delta_{01}$ is also a necessary condition for the adiabatic limit to hold.

The following analysis is similar to the one performed in Ref. [155] except that the phononic subsystem is regarded to be at finite temperatures. The results presented here are thermodynamically averaged in the phononic subspace. Two quantities will be expanded in a second order perturbation theory: the ground state energy and the energy of the first excited state leading to the dispersion $\omega(k)$ and thus to the singlet-triplet gap with $\Delta_{01} = \Delta_{01}(\omega, g, T)$.

In order to perform the perturbation expansion the Hamilton operator 2.1 is split in its diagonal part $H_0$ and in the perturbation $V$ with the expansion parameter $\lambda$, where $\lambda = 1$ is the limit of interest. In analogy to the shifted harmonic oscillator which is exactly solvable the phonon operators on the dimer bonds (strong bonds) are shifted independently from the phonons between the dimer bonds (weak bonds) through

$$
\begin{align}
\text{strong bonds:} & \quad \tilde{b}_i^{(1)} = b_i^{(1)} - x_D \\
\text{weak bonds:} & \quad \tilde{b}_j^{(1)} = b_j^{(1)} - x_i .
\end{align}
$$

In the canonical ensemble the free energy is minimized. Thus, the results are optimized finding the shifts of the phonon operators which yield the minimum value of the free energy. Once the optimal shifts are obtained, the gap can be evaluated.

The Hamilton operator 2.1 is divided into $H_0$ diagonal in the singlet-triplet representation of the magnetic dimer system and its perturbation $V$ with

$$
\begin{align}
H &= H_0 + \lambda V \quad \text{with} \\
H_0 &= \sum_{\text{dimers}} J (1 - 2g x_D) S_i S_{i+1} + \omega \sum_{\text{dimers}} \tilde{b}_i^{(1)} \tilde{b}_i^{(1)} \\
&\quad + \omega \sum_{\text{inter dimers}} \tilde{b}_i^{(1)} \tilde{b}_j^{(1)} + f(\omega; x_D, x_i) \\
V &= \sum_{\text{inter dimers}} \left\{ J (1 - 2g x_i) + g \left( \tilde{b}_i^{(1)} + \tilde{b}_j^{(1)} \right) \right\} S_i S_{i+1} - \omega x_D \left( \tilde{b}_j^{(1)} + \tilde{b}_j^{(1)} \right) \\
&\quad + \sum_{\text{dimers}} \left\{ g J \left( \tilde{b}_i^{(1)} + \tilde{b}_j^{(1)} \right) S_i S_{i+1} - \omega x_D \left( \tilde{b}_i^{(1)} + \tilde{b}_i^{(1)} \right) \right\} .
\end{align}
$$

The function $f(\omega; x_D, x_i)$ results from the shift of the phonons and yields a constant contribution which does not affect the value of the gap.

Starting from a product state of singlets on every dimer with a macroscopic number of thermodynamically distributed phonons on each bond the ground state energy is expanded about the limit of isolated dimers. Each dimer is in a singlet state. Using standard second order perturbation theory where the phononic subspace is thermodynamically averaged...
yields the ground state energy per site

\[
\langle e_0 \rangle_{\text{therm.}} = -\frac{3}{8}J(1 - 2gx_D) + \frac{\omega}{\omega_{\text{therm.}}} - \frac{1}{2}J(1 - 2gx_D) + \frac{\omega}{\omega_{\text{therm.}}} - \frac{1}{2}J(1 - 2gx_D) + \omega
\]

\[
+ \lambda^2 \left\{ \frac{3}{32}J \left( \frac{1}{2} \frac{(1-2gx_D)^2}{1-2gx_D} + g^2J \left( \frac{-4J(1-2gx_D) - 2J(1-2gx_D) + \omega}{4J^2(1-2gx_D)^2 - \omega^2} \right) \right) - \frac{\omega}{2} \frac{2Jg + \omega x_D}{2\omega} \right\}
\]

(B.3)

where the angular brackets denote the thermodynamically averaging of the phononic subspace. Fixing \( T, \omega, \) and \( g \), and assuming \( x_D < \frac{1}{2g} \) the ground state energy will always diverge to \(-\infty\) for \( J \to \infty \) which is plausible since \( J \) sets the overall energy scale and the fixed values for the other parameters can thus be neglected in this limit. Additionally, the second order contribution to the ground state energy is always negative, amplifying this effect.

To calculate the dispersion and the gap, the energy of the first excited state subtracted by the ground state energy has to be evaluated. Therefore, a second order perturbation theory is performed also for the first excited state. The first excited state is given by a product state of singlets on every dimer except for one dimer where a triplet is injected. The unperturbed base state is thus given by a superposition of all states where on the \( l \)th dimer a triplet is excited, denoted as \(|l\rangle\). The Fourier transformed state yields the unperturbed base state for a nondegenerate perturbation theory with

\[
|k\rangle = \sqrt{\frac{2}{N}} \sum_{\text{dimers}} e^{-ikl} |l\rangle ,
\]

(B.4)

characterized by its momentum \( k \). The value of the gap \( \Delta_{01} \) is obtained as the minimum of the dispersion.

Applying the second order perturbation theory yields the dispersion relation \( \omega(k) \) up to second order in \( \lambda \) where the phonons have been thermodynamically averaged

\[
\langle \omega(k) \rangle_{\text{therm.}} = J(1 - 2gx_D) - \frac{1}{2}J(1 - 2gx_L) \cos(k)
\]

\[
+ \lambda^2 \left\{ - J(1 - 2gx_D)^2 \left( \frac{1}{16} + \frac{1}{16} \cos(2k) + \frac{1}{4} \cos(k) \right) \right\}
\]

\[
- \frac{3}{8}J^2g^2 \left( \frac{-4J(1-2gx_D) - 2J(1-2gx_D) + \omega}{4J^2(1-2gx_D)^2 - \omega^2} \right)
\]

\[
+ \frac{1}{4}J^2g^2 \left( \frac{-J(1-2gx_D) + J(1-2gx_D) + \omega}{J^2(1-2gx_D)^2 - \omega^2} \right)
\]

\[
+ 2\omega x_D - 2\frac{\omega}{\omega} \left( \frac{3}{4}Jg + \omega x_D \right) \right\} + O(\lambda^3) .
\]

(B.5)
Suppose the optimal phonon-shifts $x_D$ and $x_I$ are determined by minimizing the free energy. The value of the gap does not only depend linearly on the magnetic exchange coupling $J$ but also quadratically. This can be seen from the three last addends in Eq. B.5. Independent of the obtained phonon-shifts, the value of $\Delta_{01}/J$ will always diverge in the limit $J \to \infty$. Thus, the approach performed here does probably not contain the most relevant processes describing the dynamics of the spin-phonon system in the limit $J \to \infty$. Further investigations need to be done to get a deeper understanding of that limit.
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Abstract

In this thesis the thermodynamical properties of spin- and spin-phonon-systems are investigated. In the first part of the thesis pure spin-1/2 models are addressed: the dimerized, frustrated chain, the ladder with cyclic exchange, and the two-dimensional Shastry-Sutherland model. The second part presents results for a spin-1/2 system coupled to lattice vibrations, i.e. phonons.

By means of high temperature series expansions quantities like the magnetic susceptibility and the specific heat are calculated. These quantities are in most cases easily accessible experimentally. The obtained truncated series have the full dependence of the model parameters. Thus, fitting procedures become a fast and easy task. The coefficients of the truncated series are given as fractions of integers such that no accuracy is lost. The results are exact up to the given order. To improve the representations of the results extrapolation techniques are applied, namely Padé and Dlog-Padé extrapolations. The extrapolations are stabilized in the low temperature region using well-known information on the $T = 0$ and on the low temperature behavior. The extrapolated series expansion results are gauged carefully by investigating their convergence and by comparing them to numerical data obtained from other methods like exact complete diagonalization, quantum Monte-Carlo, and transfer matrix-renormalization group.

For the dimerized, frustrated spin system the difficulty is discussed to extract more than two coupling constants from the temperature dependence of the magnetic susceptibility. The ladder system is extended by the inclusion of a four-spin (cyclic) exchange. The impact of this new type of interaction is investigated. Comparison to experimental data of the ladder system SrCu$_2$O$_3$ shows, that the ladder model with a significant but small amount of cyclic exchange can serve as a description of the experimental data just as well as a pure ladder model. The inclusion of cyclic exchange leads to more realistic values for the coupling constants than the values obtained from fitting the ladder model without this type of exchange. The two-dimensional Shastry-Sutherland model has a realization in the compound SrCu$_2$(BO$_3$)$_2$ allowing a detailed comparison between theory and experiment. The three-dimensionality of the substance is explicitly taken into account in the calculations using a mean-field like ansatz for the inter-layer coupling. The extrapolations of the high temperature series data can reproduce the experimental susceptibility data down to very low temperatures.

The explicit calculations for the spin-1/2 system coupled to dispersionless phonons are performed using the cluster expansion technique. No cut-off in the phonon subspace is necessary such that the full phonon dynamics are taken into account. The influence of the additional coupling to the phononic degrees of freedom is addressed concerning the magnetic susceptibility and the specific heat.
Deutsche Zusammenfassung


Die expliziten Berechnungen für das Spin-1/2 System gekoppelt an dispersionslose Phononen werden mittels eine Clusterentwicklung durchgeführt. Der Unterraum der Phononen muss nicht künstlich abgeschnitten werden, sodass die volle Dynamik der Phononen behandelt werden kann. Der Einfluss der zusätzlichen Kopplung des Spinsystems an phononische Freiheitsgrade wird anhand der magnetischen Suszeptibilität und spezifischen Wärme untersucht.
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